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Abstract—Software vulnerabilities have posed huge threats to
the cyberspace security, and there is an increasing demand for
automated vulnerability detection (VD). In recent years, deep
learning-based (DL-based) vulnerability detection systems have
been proposed for the purpose of automatic feature extraction
from source code. Although these methods can achieve ideal
performance on synthetic datasets, the accuracy drops a lot
when detecting real-world vulnerability datasets. Moreover, these
approaches limit their scopes within a single function, being
not able to leverage the information between functions. In this
paper, we attempt to extract the function’s abstract behaviors,
figure out the relationships between functions, and use this
global information to assist DL-based VD to achieve higher
performance. To this end, we build a Behavior Graph Model and
use it to design a novel framework, namely VulBG. To examine
the ability of our constructed Behavior Graph Model, we choose
several existing DL-based VD models (e.g., TextCNN, ASTGRU,
CodeBERT, Devign, and VulCNN) as our baseline models and
conduct evaluations on two real-world datasets: the balanced
FFMpeg+Qemu dataset and the unbalanced Chrome+Debian
dataset. Experimental results indicate that VulBG enables all
baseline models to detect more real vulnerabilities, thus improv-
ing the overall detection performance.

Index Terms—Vulnerability Detection, Behavior Graph, Deep
Learning

I. INTRODUCTION

With the rapid development of modern software, there are
increasingly security incidents [1], [2] caused by software
vulnerabilities, such as hacking, botnet attacks, and user infor-
mation leakage, which have brought a huge serious threat to
software systems. It was reported that 75% of the open-source
codebases — a critical component in modern software supply
chain — contained vulnerabilities, with half of the codebases
containing high-risk vulnerability [3]. Therefore, it is urgent
to carry out large-scale and accurate software vulnerability
detection methods to better protect software security, as well
as the software supply chain.

Essentially, there are two categories of automated vulnera-
bility detection (VD) techniques: dynamic analysis and static
analysis. It is well-known that the dynamic-analysis-based
VD methods suffer from the problem of time overheads and
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limited path coverage. Moreover, dynamic methods usually
require running the system under inspection. Such limitations
make it not suitable for VD on a large scale. By contrast,
static methods can scale to large-scale software analysis, yet
it usually suffers from high false negatives and false positives.
Specifically, the similarity-based static analysis performs well
at detecting vulnerabilities caused by code cloning but failed
in detecting other bugs. The pattern-based static analysis
depends on the rules predefined by experts for identifying
the vulnerabilities. However, the rules need to be constantly
updated to detect new bugs. At last, the dataflow-based static
method generally uses approximations to ensure convergence,
which guarantees no false negatives at the expense of high
false positives.

In recent years, since deep learning (DL) can automatically
extract features from code, different DL-based VD approaches
[4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16],
[17], [18] have been proposed and proved to be effective. To
achieve scalable vulnerability analysis, some approaches treat
source code as text and turn the vulnerability detection task
into a natural language processing (NLP) problem [4], [5], [8],
[9], [16], [17], [18]. For example, VulDeePekcer [4] applies
static analysis to extract the program slices and trains a bidi-
rectional long short term memory (Bi-LSTM) model to detect
slice-level vulnerabilities. In practice, although text-based VD
methods can achieve high scalability, their detection perfor-
mance is not ideal since they ignore the program semantics. To
mitigate the issue, researchers [10], [11], [12], [13], [14], [15],
[19] intend to extract the intermediate representations such as
abstract syntax tree (AST) and program dependency graph
(PDG) to retain the program details. For instance, Funded
[19] first conducts a complex program analysis to extract
augmented AST of source code, and then uses a graph neural
network (GNN) to train a vulnerability detector. Due to the
consideration of program semantics, these semantics-based
methods perform better than the text-based tools on synthetic
vulnerability datasets. However, according to a recent study
[20], not only text-based methods but also semantics-based
approaches suffer from poor performance when detecting real-
world vulnerabilities.

Meanwhile, we also observe that almost all existing DL-
based VD methods leave the semantics extraction work to the
neural network (NN) with little in-depth investigation of the



code’s feature. This is inappropriate as vulnerabilities tend to
be in a small part of the function. Passing the whole function to
a neural network model introduces huge information irrelevant
to the vulnerability. Besides, existing approaches limit their fo-
cus on one function, ignoring underlying connections between
functions. A function is a collection of code that implements
certain functionalities. Even if two functions implement to-
tally different functionalities, there might be common logic,
algorithms, and programming patterns within their subtasks.
Further, we define behavior as such logic, algorithm, or
programming pattern in the code that implements a certain
functionality and treat each function as a set of behaviors.
Hence, the connections between the functions can be addressed
by the behaviors they share. A vulnerability could exist in
one behavior or a set of behaviors. By leveraging connections
between functions, functions with similar vulnerabilities can
be more easily detected.

In this paper, we build a Behavior Graph Model to connect
the behaviors of different functions and use it to enhance the
detection ability of existing DL-based methods. In specific,
we first perform program slicing to split a function into a set
of slices and regard each slice as a kind of behavior of the
function. Then the graph is constructed based on the similarity
computation of different program slices (i.e., behaviors) in
different functions. After obtaining the global Behavior Graph,
we apply a node embedding technique to convert each node
(i.e., function) into a vector representation as the Behavior
Feature of the function. These vectors can be used to boost
the capability of existing DL-based VD models.

To this end, we implement a novel framework named
VulBG. We evaluate VulBG with different real-world datasets:
FFMpeg+Qemu dataset proposed by [15] with vulnerable rate
of 45.6% and Chrome+Debian dataset proposed by [20] with
vulnerable rate of 9.7%. Experimental results show that our
proposed Behavior Graph Model enables existing methods to
detect more vulnerabilities on both balanced and unbalanced
dataset. Moreover, we also make comparison to five state-
of-the-art DL-based VDs of different methods (a.k.a, the
baseline models): Text-based model TextCNN [21], AST-based
model ASTGRU [22], pretrained-based model CodeBERT [23],
and graph-based models Devign [15] and VulCNN [24], with
evaluations on FFMpeg+Qemu dataset and Chrome+Debian
dataset. Experimental results show that the performance of
the Behavior Graph Model itself is good enough to defeat
other models. Moreover, VulBG can further improve the perfor-
mance of all the baseline models after applying our Behavior
Graph Model to them.

In summary, this paper makes the following contributions:

• We propose a novel idea that can extract abstract behav-
iors from the source code of a function, and construct a
Behavior Graph that correlates the behavior of different
functions to assist vulnerability detection.

• We implement VulBG framework to improve the perfor-
mance of vulnerability detection by combining Behavior
Graph with other DL-based VD models.

• We evaluate VulBG and select five state-of-the-art VD
models as our baseline models. Experimental results show
that VulBG enables all the baseline models to detect more
real-world vulnerabilities.

Paper organization. The remainder of the paper is organized
as follows. Section II presents the motivation of our paper.
Section III introduces our system. Section IV reports the
experimental results. Section V discusses the future work.
Section VI describes the related work. Section VII concludes
the present paper.

II. MOTIVATION

Vulnerabilities are flaws in code that may cause security
problems. Though there are infinite codes and different types
of vulnerabilities, there are implicit patterns among vulnera-
bilities, and that is the reason why VD could make detections.
State-of-the-art DL-based VD approaches usually follow this
procedure: select a method to represent the function, and
then use NN to learn patterns of vulnerabilities. In real-world
situations, functions tend to have complex logic and vulnerable
semantics usually take up only a little part of the function.
Given a function as input, there are a bunch of semantics for
DL-based VD models to learn, and finding the vulnerable one
is like finding a needle in the haystack. In addition, there are
also connections between functions, such as code reuse and
similar implementation. The same vulnerability may exist in
different functions but VD may be confused by the differences
of functions.

We take CVE-2018-17958 [25] and CVE-2018-17962 [26]
as examples to show the problem. These two vulnerabilities
lie in function rtl8139 do receive and pcnet receive, which
implement the receiving functionality for different network
cards in Qemu. For ease of expression, we simplify function’s
logic related to vulnerabilities and show the problem in Figure
1. The cause of the two vulnerabilities is both functions use
an implicit type conversion to cast a size t variable to int
type which may result in an integer sign overflow, and then
the variable is used in the following memcpy without proper
bounds check.

Though these two vulnerabilities share the exactly same
logic, the scales of the functions introduce interference for
VD model to filter out vulnerable semantics. The size of the
two functions is 284 lines and 160 lines respectively, and the
scales of slices of the two vulnerabilities are 8 lines and 10
lines. In other words, only less than 5% of the code of the
functions contributes to the vulnerability and all other code
is redundant. Therefore, extracting vulnerable semantics and
removing unrelated code will be useful for VD.

A good way to extract vulnerable semantics is program
slicing, but there are still problems in slice-based vulnerability
detection. Firstly, information for generating precise slices is
not always available. Slicing requires a point of interest as
its entry. To generate precise slices, fine-grained information
such as the line of the vulnerability, and variables related to the
vulnerability is needed but hard to obtain. Limitations of static
analysis tools also make it difficult to obtain precise slices.



s->latch = ((uint32_t )s->vram_ptr)[addr]; vga_mem_readb

ssize_t pcnet_receive(NetClientState *nc, const
uint8_t *buf, size_t size_){
    ...
    uint8_t buf1[60];
    int size = size_;
    ...
    if (size < MIN_BUF_SIZE) {
        memcpy(buf1, buf, size);
        memset(buf1 + size, 0, MIN_BUF_SIZE - size);
        size = MIN_BUF_SIZE;
    }
    ...
}

ssize_t rtl8139_do_receive(VLANClientState *nc, const
uint8_t *buf, size_t size_, int do_interrupt){
    ...
    int size = size_;
    uint8_t buf1[MIN_BUF_SIZE + VLAN_HLEN];
    ...
    if (size < MIN_BUF_SIZE + VLAN_HLEN) {
        memcpy(buf1, buf, size);
        memset(buf1 + size, 0, MIN_BUF_SIZE +
VLAN_HLEN - size);
    }
    ...
}
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Fig. 1: Simplified code of CVE-2018-17958
and CVE-2018-17962

According to Scvd [27], the state-of-the-art AST-based static
analysis tool Joern [10] fails in parsing some statements and
cannot handle macros correctly. Compile-based static analysis
tools have an unacceptable time overhead to generate slices
for a dataset with thousands of functions. Secondly, though
the NN model learns patterns from slices of vulnerabilities,
it still needs to read in the whole function for detection, in
which the vulnerable semantics are discrete. Therefore, we
need another way to extract vulnerable semantics.

Besides, there are underlying connections between the two
functions, since they have similar functionality, and the cause
of the two vulnerabilities is the same. However, the similarity
of the two functions is low. The ratio of function sizes is 1.8
to 1 and the cosine similarity between the two functions is
21% (functions are vectorized by tf-idf [28]). In this condition,
similarity-based VD approaches may fail to identify these
vulnerabilities. Therefore, there is a need for representing the
connections between functions other than similarity.

To extract vulnerable semantics and address the connections
between functions, we propose the Behavior Graph to assist
DL-based VD. Instead of trying to fetch slices containing
complete vulnerable semantics, we first attempt to split the
function by semantics and extract abstract behaviors of the
function. By slicing on potentially vulnerable operations, we
can break down the function into parts. Each slice contains part
of the function’s semantics, so we consider it as one behavior
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Fig. 2: Identify vulnerable semantics with Behavior Graph

of the function, and then the function could be represented by
a set of behaviors. In this case, vulnerabilities could exist in a
subset of the function’s behaviors. Though we cannot yet de-
termine which set contains vulnerability semantics, statements
that are unlikely to contain vulnerabilities are filtered out.

To further identify vulnerability semantics and address
connections between functions, we construct a graph based
on the behaviors of functions. By calculating similarities of
behaviors, we could figure out connections between behaviors,
and by connecting behaviors with their corresponding func-
tions, we could find out functions that share similar behaviors.
In this way, connections between functions are established.
Besides, for “innocent” behaviors that do not contribute to
a vulnerability, there would be edges from non-vulnerable
functions connecting to them to clarify their innocence. For
behaviors that may contribute to a vulnerability, there would
be more edges from vulnerable functions. We take Figure
2 as an example. The more connections to the vulnerable
functions, the more likely the behavior contains vulnerable
semantics (e.g, behavior 3 is more likely to contain vulnerable
semantic than behavior 5). Specifically, behavior 1 could be
considered “innocent” as many non-vulnerable functions also
have this behavior. For behavior 3 and 4, they could be
regarded as containing vulnerable semantics because there are
vulnerable functions that share these behaviors. For behavior
5, it is a rare behavior since no other function possesses it.
We cannot identify whether it contributes to vulnerabilities but
this limitation can be eliminated by adding more functions to
the Behavior Graph to reduce outliers. With the help of the
Behavior Graph, we can automatically identify which set of
behaviors may be vulnerable, and similar vulnerabilities can
be addressed by the connections between functions.

In general, to help filter vulnerable semantics and address
the connections between functions, we propose the concept of
Behavior Graph, and based on the Behavior Graph we design
VulBG to enhance the ability of vulnerability detection.



III. SYSTEM ARCHITECTURE

In this section, we introduce how to construct the Behavior
Graph and use it to design VulBG for enhancing DL-based
VD.

Source Code

Behavior Graph
Construction

Behavior Feature 
Extraction

Other Model

Fusion

TextCNN  ASTGRU  CodeBERT  Devign  VulCNN  ...

{𝑥}  
Output Label

Fig. 3: System overview of VulBG

A. Overview

As shown in Figure 3, VulBG consists of three phases:
Behavior Graph Construction, Behavior Feature Extraction,
and Model Fusion.

• Behavior Graph Construction: Given the source code of
functions, we first use slicing and code embedding to ob-
tain behaviors of functions. By clustering the behaviors,
we get a set of centroid behaviors and then construct
the Behavior Graph based on centroid behaviors and
similarities of behaviors.

• Behavior Feature Extraction: To utilize the structure
information of the Behavior Graph, we apply graph
embedding on each function node to transform it into
a vector, and then use a multilayer perceptron (MLP) to
further process the Behavior Feature of functions.

• Model Fusion: In order to use the Behavior Feature to
enhance existing DL-based VD models (e.g., TextCNN,
ASTGRU, CodeBERT, Devign, and VulCNN), we use
model fusion to combine Behavior Feature with the
features extracted by the above models to make classi-
fications together.

B. Behavior Graph Construction

VulBG aims to utilize the connections between functions
to achieve higher accuracy in vulnerability detection. We
propose the concept of the Behavior Graph to represent the
Behavior Features of the functions. Specifically, Behavior
Graph consists of function nodes and behavior nodes. Function
nodes are functions from training data, and behavior nodes are
cluster centers of slices. For each slice owned by one function,
there is an edge connecting its corresponding cluster center
(behavior node) to the function node.

Figure 4 shows a simple example of a Behavior Graph
that consists of three functions and three centroid behaviors.
There are two types of nodes in the Behavior Graph: centroid

behavior nodes (yellow stars) and function nodes (blue stars).
We take Function 1 (F1) as an example to introduce the
composition of the Behavior Graph. In Figure 4 (a), F1 has
two behaviors (B1, B2) which respectively belong to centroid
behavior 1 (CB1) and centroid behavior 3 (CB3), so there
are two edges in the Behavior Graph, one connects F1 and
CB1, and the other connects F1 and CB3. F3 in the example
also has edges to CB1 and CB3, thus the connections between
F1 and F3 are established through these two shared centroid
behaviors. Besides, the weights of edges are distances between
behaviors and their corresponding centroid behaviors.
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(a) Behaviors
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(b) Behavior Graph

Fig. 4: A case of Behavior Graph

Figure 5 and Algorithm 1 describe the detailed procedures
on how to construct the Behavior Graph. It mainly consists
of four phases: Code Slicing, Embedding, Clustering, and
Graph Construction. To construct the graph, we first extract
behaviors of a large number of functions and then cluster them
to obtain a set of centroid behaviors to represent all behaviors.
By representing functions with behaviors they possess, we can
connect functions to centroid behaviors, and then the Behavior
Graph is built and connections between functions are clear.

Algorithm 1 Constructing a Behavior Graph from the source
code of the functions
Input: F : Functions’ source code.
Output: G: A Behavior Graph.

1: Slices ← CodeSlicing(F )
2: Behaviors ← CodeEmbedding(Slices)
3: CentroidBehaviors ← Clustering(Behaviors)
4: G ← EmptyBehaiviorGrpah()
5: for each f ∈ F do
6: behaviors ← GetFunctionBehaviors(Behaviors, f)
7: for each b ∈ behaviors do
8: c ← GetCentroidBehavior(CentroidBehaviors, b)
9: d ← SimilarityCalculation(b, c)

10: AddEdge(G, f , c, d)
11: end for
12: end for
13: return G
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Fig. 5: An example to illustrate how to convert the source code of three functions into one Behavior Graph

1) Code Slicing
To figure out functions’ behaviors, we utilize program

slicing to break down functions into parts. Program slicing
is a widely used static analysis technique that only extracts
statements relevant to some interests, thus eliminating the
interference of statements we do not care about. Since vulner-
able semantics often exist in specific operations (e.g., memory
accessing and dangerous API call), slicing on these operations
can weed out code unlikely to be vulnerable and keep VD
focused on potentially vulnerable code. Therefore, we believe
that in the context of vulnerability detection, slicing is a good
way to describe behaviors of functions.

SySeVR [8] proposes a set of vulnerability syntax charac-
teristics that includes four kinds of operations (i.e., API call,
pointer operation, array operation, and arithmetic operation)
that are more prone to bugs. Based on these types of opera-
tions, we develop the following slicing rules:

• API call: function calls to specific libraries’ APIs, in-
cluding memory allocator-related APIs, string operation,
and memory operation APIs. Misuses of these APIs could
result in different kinds of vulnerabilities such as buffer
overflow, use-after-free, and information leakage. We
conduct backward slicing on all parameters of function
call and forward slicing on its return value.

• Memory operation: operations to pointer type variables
and array-like variables, including Pointer operation and
Array operation of SySeVR’s syntax characteristics. This
kind of operation is the main cause of memory cor-
ruptions like null pointer dereference and out-of-bound
access. For this kind of operation, we conduct backward
slicing on the pointer-like variable. If the memory ac-
cessing is indexed by a variable, we also make backward
slicing on this variable.

For arithmetic operations, we do not explicitly slice op-
erations of this type. For vulnerability detection, checking
arithmetic operations is to find out operations that may have
integer overflow or division by zero. Integer overflow not

always results in a vulnerability, but it will lead to out-
of-bound access when the overflowed variable is used in
some memory accesses, and logical errors may occur when
overflowed variable is used in sensitive APIs. Since we have
sliced the memory operations and API calls, most of the
buggy arithmetic operations are already contained in the slice,
so there is no need to slice arithmetic operations separately.
Besides, almost every line of code in a program contains
arithmetic operations, so slicing arithmetic operations will
introduce noise that is irrelevant to vulnerabilities.

We implement program slicing based on Joern [29]. The
dataflow dependency and control flow dependency required for
slicing are obtained through the PDG and CFG provided by
Joern, and the variables involved in the operations in the rules
are obtained through Joern’s query result. For each variable
to be sliced, we traverse the CFG forwards or backwards
to collect statements and variables according to the dataflow
dependency, and variables involved in the dataflow dependency
will also be sliced later. Branch statements like ‘if’, ‘for’, and
‘while’ are included if they are post-dominators/dominators of
sliced code for forward/backward slicing. Variables involved
in these branch statements will not be sliced if they have no
dataflow dependency on sliced variables.

We represent slices in text form instead of using subgraphs
of PDG like SySeVR [8]. Experiments show that 95.8% of
slices have less than 64 words, so there is no need to represent
a slice with a graph because of the high complexity of graph.

2) Embedding
After code slicing, we can obtain the functions’ behaviors.

Since the behaviors of the function are code slices, they are in
text forms. We can use the pattern matching algorithms (e.g.,
K.M.P [30]) to describe the similarity, but it is difficult to
implement it in a clustering algorithm and it ignores the syntax
and semantics features in code slices. To make subsequent pro-
cessing more flexible and convenient, we choose to use a text-
embedding algorithm to transform the behaviors into vectors.
In our paper, we use CodeBERT [23] to embed the behaviours.
Firstly, CodeBERT is constructed on a bidirectional trans-



former that can capture long-distance dependencies of code
sequences. It can maintain the relationship between contexts,
collect potentially vulnerable code patterns, and minimize
information loss. Secondly, CodeBERT inherits the structure of
multi-head attention, which makes the model focus on multiple
key points of a code sequence. Therefore, CodeBERT performs
better than other embedding algorithms (e.g., Word2Vec [31])
when processing the loop condition. Besides, [32] shows that
CodeBERT does well in code classification even without fine-
tuning, so CodeBERT is a good fit for our scenario. CodeBERT
embeds each word into a vector with 768 dimensions, which is
too heavyweight for subsequent processing. We use the pooler
result to transform each behavior (code slice) into a vector with
768 dimensions to reduce embedding size.

3) Clustering
After embedding the behaviors into vectors, we are able to

construct a Behavior Graph. However, the graph can be huge
and the information it carries is coarse, making it difficult to
store and process. To reduce the number of nodes and make
the information more focused, we use clustering to extract cen-
troid behaviors. In our paper, we use MiniBatchKMeans [33]
to cluster the vectors. MiniBatchKMeans is an optimization
variant of K-Means [34] for clustering a large amount of data,
which is an unsupervised clustering algorithm that attempts
to partition samples to K clusters by minimum within-cluster
variances.

4) Graph Construction
The Behavior Graph is obtained by connecting the functions

to its behaviors’ corresponding centroid behaviors. Since there
are differences between behaviors, we set the weights of
the edges to the similarity of behaviors to preserve this
information. The more similar the two behaviors are, the closer
their embedding results are. We can use the distance between
a behavior and its corresponding centroid behavior to express
their similarity. In our paper, we use Euclidean Distance [35]
to describe the similarity of behaviors and centroid behaviors.

C. Behavior Feature Extraction

To efficiently take the advantage of function’s behavior
information and the connection information between functions
in the Behavior Graph, we adopt graph embedding to trans-
form nodes into vectors. Using graph embeddings to represent
Behavior Graph has several benefits:

• It is simpler and faster to calculate on vectors than
directly operating on the graph.

• The information of nodes and edges in the graph can only
be represented and calculated through mathematics and
statistics. After embedding, the information of the graph
can be processed more flexibly in the vector space.

Specially, we leverage a widely used tool (e.g.,
Node2Vec [36]) for embedding. Node2Vec is a graph
embedding method that uses a biased random walk procedure
that integrates depth-first-search (DFS) and breadth-first-
search (BFS) to explore neighborhoods. The BFS part can
accurately obtain a microscopic view of the network by
exploring around the source node, and the DFS part can move

further to obtain a macro-view of the network. Node2Vec
treats results of random walks as words and utilizes Word2Vec
to do the embedding. It is a simple but efficient unsupervised
objective to train distributed representations of graphs. In our
paper, we use Node2Vec to transform a function node in the
Behavior Graph into a vector whose dimension is 128 for
further processing.

To further process the graph vector, we construct a four-
layer MLP classifier with graph vector as input, and use the
output of its last hidden layer as Behavior Feature for fusion
step. This Behavior Graph Model consists of four linear layers,
using ReLU as the activation function with a dropout rate of
0.5 and a learning rate of 0.0001. This model will also be used
to evaluate the vulnerability detection capability of Behavior
Graph.
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Fig. 6: Model fusion of VulBG

D. Predict Behavior Feature For New Samples

To put the Behavior Graph Model into practice, the model
should be able to predict Behavior Feature for new functions.
As Figure 7 shows, the overall predict process is the same
as that of training as described in Figure 5, except that a
modified Node2Vec is used in the graph embedding step to
obtain vectors for new nodes.

We modify Node2Vec to enable it to represent new nodes
when making predictions. For each new function node that
needs to be embedded, we temporarily add it to the graph
and apply a random walk with the new node as the entry.
Then we pass the result of the walk to Word2Vec and apply its
online updating ability to learn the representation of the new
node. After that, the new node is removed from the graph.
Compared with the large number of old nodes in the graph,
for each prediction only one new node needs to be added
and its impact on the graph structure is little. Moreover, the
random walk could be parallelized and the online updating of



Fig. 7: The process of predicting Behavior Feature of new samples by Behavior Graph Model

Word2Vec could be batched, which will not be time-consuming
when making large amounts of predictions.

E. Fusion

Since existing DL-based VDs ignore the connection be-
tween functions, we aim to apply Behavior Features to them
to improve vulnerability detection ability. For model fusion,
we concatenate the output of the Behavior Graph Model’s last
hidden layer with the output of the existing DL-based VD’s
last hidden layer, and finally use a linear layer for output.
Figure 6 shows the process of model fusion. Although such a
fusion method is simple, it modifies other models as little as
possible, making VulBG highly scalable.

To prove the effect of VulBG, we choose five state-of-the-
art DL-based VDs in four classes as baselines: text-based
TextCNN [21], AST-based ASTGRU [22], pretrained-based
CodeBERT [23], graph-based Devign [15], and VulCNN [24].

For TextCNN, CodeBERT, and ASTGRU, we re-implement
the baseline models and report the best performance in our
paper. All re-implemented baselines use 0.0001 as learning
rate, 32 as batch size, Cross Entropy Loss as loss function,
and Adam as optimizer. For Devign and VulCNN, we directly
use their open-source code to commence our experiments.

1) TextCNN
TextCNN is a simple convolutional neural network (CNN)

that utilizes the 1d-convolution layer to extract features from
embeddings of the source code. This model treats vulnerability
detection as a pure NLP classification task, so its structure is
simple and can be trained fast. In our paper’s implementation
of TextCNN, Word2Vec is used for text embedding. For the
1d-convolution layer, we select three filter sizes (3, 4, 5),
and each size has 100 filters to extract features of different
parts of the source code. Then we use four linear layers to
process the features to output the probability of vulnerability.
The TextCNN baseline uses tanh as activation function and a
dropout rate of 0.3.

2) ASTGRU
ASTGRU [22] uses AST as the model’s input rather than

source code. It is also a tree-based model that extracts AST
from the source code and traverses the tree to get an input
sequence. Then it uses Word2Vec [31] to embed the sequence
and uses the bidirectional gate recurrent unit (Bi-GRU) to
learn features of code. The ASTGRU baseline consists of two
Bi-GRU layers and one linear layer, with ReLU as activation
function and a dropout rate of 0.2.

3) CodeBERT
As described in Section III-B1, CodeBERT learns repre-

sentations of programming languages and supports different
downstream tasks. Here we adopt the method of using the
BERT [37] model for sequence classification and add linear
layers after CodeBERT’s pooled result to make classification.
The pre-trained model we use is codebert-base [38] and it is
not fine-tuned during training due to its huge memory and time
consumption. The CodeBERT baseline uses two linear layers
to further process the embedding of code, and uses ReLU as
activation function and 0.3 as dropout rate.

4) Devign
Devign is a graph-based VD, which includes three sequen-

tial components: 1) Graph Embedding Layer, which encodes
source code of a function into a joint graph structure with
comprehensive program semantics; 2) Gated Graph Recurrent
Layer, which leverages a Gated Recurrent Unit (GRU) layer
to learn features of nodes in the graph through aggregating and
passing information on neighboring nodes; 3) Conv Module,
which has a convolutional layer and a softmax layer to extract
node representation for graph-level prediction.

5) VulCNN
VulCNN uses Joern [29] and Sent2Vec [39] to generate

PDGs from source code. It computes degree centrality, katz
centrality, and closeness centrality on PDG. Based on these
three types of centrality, VulCNN generates three vectors and
treats them as the three channels of the image. Then it uses a
CNN to complete the classification task.

IV. EXPERIMENTAL EVALUATION

In this section, we aim to answer the following research
questions:

• RQ1: What is the performance of Behavior Graph on
vulnerability detection?

• RQ2: How effective is VulBG in improving state-of-the-
art models’ performance on vulnerability detection?

• RQ3: What is the performance of VulBG with different
code embedding methods and graph embedding tech-
niques on vulnerability detection?

A. Experiment Settings

1) Dataset
We use FFMpeg+Qemu and Chrome+Debian datasets to

evaluate our work. Statistics of datasets are shown in Table
I. The FFMpeg+Qemu dataset is a balanced dataset that has



been used in many previous studies [15], [20], [40]. It consists
of two popular real-world software written in C language, pro-
viding +25K functions with 45.56% of those vulnerable. The
Chrome+Debian dataset is an unbalanced dataset proposed by
ReVeal [20]. It consists of code from Chromium and Debian
source code repository with +21K functions and 9.79% of
those are vulnerable.

For each dataset, we randomly split it into an 80% training
set, a 10% validation set, and a 10% testing set. We use
the same dataset split for all following experiments. Due
to the severe imbalance in Chrome+Debian dataset, we use
oversampling to rebalance the training set of this dataset.

TABLE I: Dataset statistics

Dataset Samples Vul Rate Avg Size

FFMpeg+Qemu 25,524 45.56% 55 lines
Chrome+Debian 21,059 9.79% 32 lines

2) Performance Metrics
We consider Precision (P), Recall (R), and F-measure (F1)

as mainstream performance metrics. Formulas of metrics are
listed below, with true positive (TP) being the number of sam-
ples correctly detected as vulnerable, false positive (FP) being
the number of non-vulnerable samples incorrectly detected as
vulnerable, true negative (TN) being the number of samples
correctly detected as non-vulnerable, and false negative (FN)
being the number of vulnerable samples incorrectly detected
as non-vulnerable.

P =
TP

TP + FP

R =
TP

TP + FN

F1 = 2 ∗ P ∗R
P +R

3) Environment
All experiments are run on a server with 32 cores of

CPU and an RTX 5000 GPU. For intermediate phases, we
implement slicing phase based on Joern [29], clustering based
on Scikit-learn [41], graph embedding based on modified
Node2Vec [36], word embedding based on Word2Vec [31]
and CodeBERT [23]. We build and train models based on
PyTorch [42].

B. Parameter Selection for Clustering

During the construction of Behavior Graph, MiniBatchK-
Means is used for clustering, and its performance largely
depends on the input hyperparameter K, which defines the
number of classes. We apply elbow method [43] to figure out
the most suitable K. Elbow method is a heuristic commonly
used to determine the number of clusters by finding the
“elbow” of the variation curve, and in this paper we use
distortion as the variation metric.

Figure 8 shows the curve of the distortion of Mini-
BatchKMeans as a function of K, and the “elbows” appear
where K is 1140 and 1150 for FFMpeg+Qemu dataset and
Chrome+Debian dataset, respectively. To keep generality, we
select 1140 as the optimal value of K for the following
experiments.
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Fig. 8: Distortion curve of MiniBatchKMeans
on FFMpeg+Qemu dataset (A) and Chrome+Debian (B)

datasets

C. Performance of Behavior Graph

In this section, we aim to answer RQ1: What is the perfor-
mance of the Behavior Graph on vulnerability detection?

To prove the performance of Behavior Graph, we first
evaluate the Behavior Graph Model described in Section
III-B4 which takes the Behavior Feature as input. We also
compare our Behavior Graph Model to five state-of-the-art
approaches of text-based, AST-based, pretrained-based, and
graph-based models. Experimental results are shown in Table
II.

TABLE II: Performance of Behavior Graph Model
vs. baseline models

Technique FFMpeg+Qemu Chrome+Debian

F1 P R F1 P R

Behavior Graph 56.1 51.8 61.2 36.5 26.4 59.3

TextCNN 53.7 57.9 50.0 40.2 30.2 60.6

ASTGRU 51.8 53.8 49.9 22.6 33.5 15.4

CodeBERT 53.2 56.1 50.6 24.7 14.6 80.2

Devign 55.3 53.4 57.2 29.2 26.4 32.8

VulCNN 54.9 51.8 58.4 31.5 22.8 51.0

Overall, our Behavior Graph Model achieves high F1
(56.1%) and Recall (61.2%). In terms of F1 and Recall, among
the six approaches, it ranks first on the FFMpeg+Qemu dataset
and second on the Chrome+Debian dataset, which could
already prove that Behavior Graph works well in vulnerability
detection.

Except for our Behavior Graph Model, graph-based mod-
els generally perform better than other approaches because
graph-based models take account of syntax, data-flow, and



control-flow characteristics of the program. The AST-based
approach ASTGRU processes code’s syntax and uses trees as
model input, but experimental results show that it is not as
effective as the text-based model TextCNN. To our surprise,
TextCNN performs particularly well on the unbalanced dataset,
achieving an F1 of 40.2%. Compared with the Behavior Graph
Model, TextCNN has a 3.8% higher Precision and a similar
Recall, which leads to its overall performance advantage in
F1.

Since we use CodeBERT to embed slices during the con-
struction of Behavior Graph, we also compare the CodeBERT
classifier with Behavior Graph Model to demonstrate the
effectiveness of CodeBERT. As shown in Table II, the F1 of
CodeBERT classifier is 53.2%, which is similar to TextCNN.
The performance of the CodeBERT classifier is not outstand-
ing, we believe the main reason for its limited performance is
CodeBERT’s inability to process large functions: CodeBERT
can only handle code snippets up to 512 words in length, and
for larger functions, vulnerable semantics may be lost due to
truncation, so it is inappropriate to use CodeBERT directly for
vulnerability detection on entire functions.

We observe that Behavior Graph Model gets high Recall
(61.2% and 59.3%) but its Precision is not high (51.8%
and 26.4%), which means that it performs well at finding
out vulnerabilities but mistakenly judges some non-vulnerable
functions as vulnerable. The reasons for this result are as
follows:

• The relationship between behaviors addressed by Behav-
ior Graph can indicate similarly vulnerable semantics,
resulting in the MLP being good at detecting vulnerable
functions and the Recall being high.

• Some non-vulnerable functions share similar behaviors
with vulnerable ones, resulting in false positives, so the
Precision is not so good.

In one word, the Behavior Graph Model performs well on
both balanced and unbalanced datasets, proving that Behavior
Graph does carry useful information for vulnerability detec-
tion.

D. Improvements of Behavior Graph

In this section, we aim to answer RQ2: How effective is
VulBG in improving state-of-the-art models’ performance on
vulnerability detection?

To answer the question, we apply VulBG to five state-
of-the-art approaches according to Section III-D, and then
compare these models’ performance respectively with and
without Behavior Graphs.

Experimental results are shown in Table III, and changes
in each metric are listed under scores. According to Table
III, all fusion model has a higher F1 and a higher Re-
call. On FFMpeg+Qemu dataset, aside from Precision of
BG+TextCNN, all metrics of each model reach higher scores,
and on Chrome+Debian dataset, except for the drop of Recall
of BG+CodeBERT, all metrics of each model also improve.

For BG+TextCNN, on the FFMpeg+Qemu dataset, its F1
improves by 6% and its Recall has a significant improvement

TABLE III: Performance of fusion models

Technique FFMpeg+QEMU Chrome+Debian

F1 P R F1 P R

TextCNN 59.7 54.8 65.7 44.4 33.7 65.2
+6.0 -3.1 +15.7 +4.2 +3.5 +4.6

ASTGRU 54.4 53.9 54.9 30.3 39.8 24.5
+2.6 +0.1 +5.0 +7.7 +6.3 +9.1

CodeBERT 58.5 56.2 60.9 32.5 22.7 57.2
+5.3 +0.1 +10.3 +7.8 +8.1 -23.0

Devign 60.2 55.9 65.2 37.1 30.7 47.0
+4.9 +2.5 +8.0 +7.9 +4.3 +14.2

VulCNN 57.2 52.5 62.7 36.3 27.2 54.6
+2.3 +0.7 +4.3 +4.8 +4.4 +3.6

of 15.7%. Although there is a drop in Precision by 3.1%,
BG+TextCNN fusion model achieves better results overall.
The reason for the drop in Precision is that Behavior Graph’s
Precision is not high while the TextCNN baseline reaches
the highest Precision (57.9%) among all the baselines, so the
fusion of models may result in Precision being averaged. On
the Chrome+Debian dataset, all metrics of BG+TextCNN have
improvements ranging from 3.5% to 4.6%, and due to the high
performance of TextCNN baseline, the fusion model ranks first
in F1 for 44.4%. For BG+ASTGRU, the fusion model improves
all the metrics on the two datasets, and the improvement is
mainly reflected in Recall for 5.0% and 9.1%.

For BG+CodeBERT, the fusion model has a notable im-
provement in higher F1 for 5.3% and 7.8% on the two datasets.
On Chrome+Debian dataset, there is a huge decrease in Recall
for 23%. The Recall of CodeBERT baseline is 80.2% while its
Precision is only 14.6%, which means the CodeBERT model
judges almost all samples vulnerable. In this case, the Recall of
80.2% is abnormal and the fusion model’s decrease in Recall
is reasonable. For graph-based models, the fusion models
also have higher performance on all metrics on both datasets.
BG+Devign’s F1, Precision, and Recall on the FFMpeg+Qemu
dataset is 60.2%, 55.9%, and 65.2%, respectively, which is
the best overall performance on the balanced dataset. On the
Chrome+Debian dataset, BG+Devign also gets a significant
improvement in Recall for 14.2%, and its Precision also
increases by 4.3%, which results in a great improvement in
F1 for 7.9%.

In general, VulBG has a significant effect on improving
the performance of DL-based VDs. On average, F1, Preci-
sion, and Recall are improved by 4.2%, 0.1%, and 8.7% on
the FFMpeg+Debian dataset, and 6.5%, 5.3%, 1.7% on the
Chrome+Debian dataset. The high Recall of VulBG enables
DL-based VDs to find more vulnerabilities, and the higher F1
also proves that VulBG could improve the overall performance
of different models.

E. Ablation Study

In this section, we aim answer RQ3, to study the effective-
ness of the code embedding and graph embedding techniques
that are required in VulBG, and to figure out the most suitable



components of VulBG. VulBG requires code embedding to
transform slices to vectors for better similarity calculation,
and node embedding to extract Behavior Feature from the
Behavior Graph. We select different code embedding and
graph embedding methods and retrain the model described in
Section III-B4 on the FFMpeg+Qemu dataset.

1) Code Embedding
Word2Vec [31], CodeBERT [23], and Sent2Vec [44] are

evaluated for the code embedding step. Sent2Vec is a widely
used sentence embedding method which adopts a simple but
efficient unsupervised objective to train distributed represen-
tations of sentence. Word2Vec is a classic unsupervised word
embedding model based on continuous bag-of-words (CBOW)
Model or Skip Gram Model.

The default output dimension of embedding is used for all
three methods and the average pooled result is used to rep-
resent the slice. We retrain and tune the models respectively,
and as the experimental results shown in Table IV, BG using
CodeBERT for code embedding performs better than others.
Thus, CodeBERT is adopted as the code embedding method
used in VulBG.

TABLE IV: Performance of BG using
different techniques

Phase Technique F1 P R

Code
Embedding

Word2Vec 54.7 52.0 56.7

CodeBERT 56.1 51.8 61.2

Sent2Vec 54.0 50.7 57.3

Graph
Embedding

Node2Vec 56.1 51.8 61.2

ProNE 53.8 50.1 58.2

2) Graph Embedding
We select Node2Vec [36] and ProNE [45], two widely used

graph embedding techniques, to study their performance on
Behavior Graph. Node2Vec has been mentioned in Section
III-B4, and ProNE is a fast and scalable network embedding
approach that formulates network embedding as sparse matrix
factorization. The same output dimension is set for both of the
methods, and CodeBERT is used for the code slice embedding
step. It should be noted that the implementation of ProNE
does not support weighted edges, so the weight on the edge
of the Behavior Graph is removed when using ProNE. After
retraining and tuning the models respectively, Table IV shows
that Node2Vec outperforms ProNE in the Behavior Graph
model. Therefore, we make use of Node2Vec in VulBG.

V. DISCUSSION

A. Threats to Validity

Datasets. Each sample of the two real-world datasets we
use contains only one function, without structure definitions
and macro definitions. During our experiments, we find that
Joern may generate error PDGs with only one node. This
happens when the function definition is wrapped in a macro,
resulting in the return type and parameter type missing or

“##” in the function name. In this case, Joern fails to parse
the function and cannot do further slicing. To keep as many
samples as possible, we try to replace these function names
with a fixed string and remove all its parameters. This solution
will cause the slicing to fail to continue when it encounters
function parameters. There are also malformed functions in
datasets, such as functions with mismatching brackets and not
closed “#ifdef” macros. We remove functions that cannot
be processed by Joern and conduct experiments on the rest
of the datasets. The origin size of the dataset is 27,318
for FFMpeg+Qemu dataset and 22,734 for Chrome+Devign
dataset, and after sanitizing the size is 25,524 and 21,059 as
described in section IV-A1.

B. Limitations and Potential Solutions

PDG Generation. The program slicing phase in our work
is based on PDGs generated by Joern. We find a missing
edge issue in PDGs, which would lead to inaccurate slice
results. To generate a complete PDG, pointer analysis, and
other dataflow analyses are necessary, but these advanced
static analysis techniques work on intermediate representation
(IR), which is generated during compilation. Since code in
datasets is not compilable, these techniques are unavailable.
Other DL-based approaches based on PDGs also face this
problem but there is no solution yet. The best solution is to
construct a compilable dataset so that the following research
could use IR-based analysis techniques. Moreover, IR is more
suitable for analysis because it has a neat form with simplified
semantic information, while AST focuses mostly on syntax.
LLVM [46] provides precise IR-based PDG generation and it
will be helpful if datasets meet its requirements.

Behavior Graph. We use slices of potentially vulnerable op-
erations to represent the function’s behavior, but there are also
other approaches to break down the function, such as using
paths of the function. Besides, we set the weights of edges in
the Behavior Graph to the similarity between behaviors and
use Euclidean Distance as the similarity metric, which is a
fairly simple method. By changing weights’ measurements,
the Behavior Graph could address other information.

C. The Benefits of Behavior Graph

The benefits of Behavior Graph are mainly two-fold. First,
functions with similar slices can be easily grouped. Second,
the importance of a slice can be obtained by the number of
edges connected to the corresponding cluster centers in the
Behavior Graph. During training, it is possible to distinguish
classes of slices that may lead to vulnerabilities.

D. Interpretability

As a function-level model, VulBG outputs whether there are
vulnerabilities in the function. Line-level approaches have also
been proposed recently, which first use a detection model to
detect vulnerabilities, and then use an additional interpretation
model to locate the vulnerability, such as IVDetect [47],
LineVul [48], and LineVD [49]. VulBG can also be applied to
the detection model of these interpretable approaches to detect



more vulnerabilities, and then use the interpretation model to
obtain explainable results.

We will do research on the interpretability of the Behavior
Graph in future work, and we hope to locate the vulnerability
in slice-level by investigating Behavior Feature of functions,
which will be more helpful to practitioners in finding bugs. In
Behavior Graph there are two indicators that can be used to
interpret the output:

• The weights of the edges in Behavior Graph represent the
similarity of the behavior of the function to the centroid
behavior. When a set of behavior has a high correlation
with a vulnerability, the similarity to centroid behavior
could indicate the potential vulnerable slices.

• After node embedding, we can calculate the distance from
new function nodes to known vulnerable function nodes
in Behavior Graph, which helps to point out what pattern
the bugs follow in these new functions.

E. Extending to Other Dataset

Generally, VulBG is not designed for a specific program-
ming language or source code dataset. It can be easily extended
to any other C/C++ dataset (e.g., NVD datasets [50]) with
minor modification. For the other languages, users may need to
adapt the slicing rules to language characteristics and change
to a slicing tool that supports the programming language.

However, it is always tough to find a large number of vul-
nerabilities in real-world scenarios. So here comes a valuable
topic how to keep high detection performance with only a few
training data. In future work, we will try to apply few-shot
learning on VulBG to make it more effective for real-world
scenarios.

VI. RELATED WORK

Currently, available vulnerability detection systems can be
divided into the following three categories: static vulnera-
bility detection, similarity-based vulnerability detection, and
machine-learning-based vulnerability detection.

As for static vulnerability detection, many traditional pro-
gram analysis tools or vulnerability detection systems were
developed based on this way (e.g., Checkmarx [51], RATS [52],
and FlawFinder [53]). These works firstly need the human
experts to determine the detecting rules, then analyze programs
based on conventional static analysis theories (e.g., , data-flow,
abstract interpretation, and taint analysis). These works have
been widely used and proved that they can find vulnerabilities
in all kinds of the software system. However, these works have
the following shortage: they heavily rely on the detecting rules,
therefore, they can not detect the vulnerabilities not covered
in the detecting rules.

To get rid of detecting rules, similarity-based vulnerability
detection emerged. This type of work detects vulnerabilities
by calculating the similarity between the samples to be tested
and samples with vulnerabilities. When the similarity exceeds
a threshold, the sample is identified as vulnerable. Since the
source code of function can be treated as a piece of text [54],
[55], a sequences of tokens [56], [57], a tree [58], [59], or

even a graph [60], many various aspects [61] can measure the
similarity of functions. These works may not need detecting
rules anymore, but still need human experts to determine the
vulnerable samples. Therefore, they can only find the cloned
vulnerabilities but can not find the new vulnerabilities [4].

The machine-learning-based vulnerability detection ap-
proaches [4], [5], [6], [7], [8], [9], [10], [11], [12], [13],
[14], [15], [16], [17], [18] have been proved that it performs
much better in detecting a new pattern of vulnerabilities. These
works can be divided into two subcategories. 1) These works
treat the source code as a piece of text, turn the vulnerability
detection into a text classification problem, and use NLP
solutions to solve the problem [4], [5], [6], [7], [8], [9], [16],
[17], [18]. 2) These works build PDGs from the source code’s
AST through static analysis and then transform the vulner-
ability detection mission into a graph or node classification
mission, and use a GNN to achieve the goal [10], [11], [12],
[13], [14], [15]. In general, VulBG belongs to the second
category of solutions. The difference with other schemes is that
VulBG puts all samples into one graph, instead of converting
each sample into one separate graph. By doing so, VulBG
can find connections between samples. To summarize, VulBG
proposes a novel concept of Behavior Graph to describe the
connection between functions and enhance the other DL-based
VD approaches by building the Behavior Graph Model.

VII. CONCLUSION

In this paper, we propose a novel approach that can extract
functions’ behaviors and then construct a Behavior Graph to
represent the connections of different functions. We design
and implement VulBG, a framework for higher performance
in vulnerability detection by combining the Behavior Graph
with other DL-based VD approaches. The evaluation results
on two real-world dataset report that Behavior Graph itself
is good enough for vulnerability detection, and VulBG can
further effectively improve the overall performance of different
kinds of DL-based VD approaches(i.e., TextCNN, ASTGRU,
CodeBERT, Devign, and VulCNN).

VIII. DATA AVAILABILITY

The data sets used in our evaluations can be publicly ac-
cessed at https://github.com/CGCL-codes/VulBG. The source
code of our tool has also been published on the above website.
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