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ABSTRACT

Recent years have witnessed the proliferation of learning-based Android malware detectors. These detectors can be categorized into three types, String-based, Image-based and Graph-based. Most of them have achieved good detection performance under the ideal setting. In reality, however, detectors often face out-of-distribution samples due to the factors such as code obfuscation, concept drift (e.g., software development technique evolution and new malware category emergence), and adversarial examples (AEs). This problem has attracted increasing attention, but there is a lack of comparative studies that evaluate the existing various types of detectors under these challenging environments. In order to fill this gap, we select 12 representative detectors from three types of detectors, and evaluate them in the challenging scenarios involving code obfuscation, concept drift and AEs, respectively. Experimental results reveal that none of the evaluated detectors can maintain their ideal-setting detection performance, and the performance of different types of detectors varies significantly under various challenging environments. We identify several factors contributing to the performance deterioration of detectors, including the limitations of feature extraction methods and learning models. We also analyze the reasons why the detectors of different types show significant performance differences when facing code obfuscation, concept drift and AEs. Finally, we provide practical suggestions from the perspectives of users and researchers, respectively. We hope our work can help understand the detectors of different types, and provide guidance for enhancing their performance and robustness.
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1 INTRODUCTION

As the most popular mobile operating system, Android has become the main target of malware authors. According to AVTest [9], the number of Android malware has reached 33,184,323 in 2022, which is about 2405 times what it was ten years ago. This tremendous growth in malware has become a serious threat, and it is essential to take the necessary measures to stop malware spread.

In recent years, a variety of learning-based detection methods (or detectors) have been proposed to identify Android malware (i.e., malware detection) or classify malware into their respective categories or families [38]. To avoid executing Android apps, most of them use static features, e.g., Drebin [7] and MaMaDroid [31]. According to the types of features, these detectors can be further divided into three categories: String-based, Image-based and Graph-based. The String-based detectors extract the required string sequence (e.g., APIs and permissions [7]) from an APK, and then encode the sequence into a feature vector for malware detection. The Image-based detectors convert an APK into an image, and employ an image classification method to identify malware [51] [54]. The Graph-based detectors extract semantic information from an APK, and represent the latter as a graph (e.g., function call graph [49] [20] [50]). The graph is usually further converted into a feature vector and then fed to a classifier for prediction. Most of the existing learning-based detectors can achieve satisfactory or even extremely high detection performance when the training and test data follow an identical distribution [31] [63]. However, existing research has revealed that models often encounter out-of-distribution samples that will degrade their detection performance [22] [27].

As shown in Figure 1, in real world, out-of-distribution samples may be generated due to three non-negligible factors: Code obfuscation, Concept drift and Adversarial examples (AEs). First, obfuscation
tools can produce obfuscated software with the same functionality but more complicated code [24] [21]. Second, both benign and malicious software may transform and evolve [45], and new variants of malware can emerge [36]. Third, attackers may launch adversarial attacks and produce adversarial malware that can evade detection [60] [15]. The above three factors yield out-of-distribution samples, which breaks the ideal setting assumption, and necessitates re-examining the performance of the existing malware detectors under more realistic environments.

Currently, several survey articles have summarized the existing Android malware detection methods [35] [38] [47] [43], and also highlighted the challenges that detectors face in the real world. However, they did not re-evaluate the detectors, and solely analyzed the results by the authors of detectors. Several recently proposed detectors have also undergone evaluation under challenging environments and conducted performance comparisons. For example, RevealDroid [22] was evaluated under code obfuscation and concept drift. MaMaDroid was evaluated under concept drift. Since these experiments were conducted on different datasets and under different settings, it is difficult to make a comparison among the evaluated detectors. Furthermore, some important works devote more efforts to evaluation under challenging environments. For example, TESSERACT [36] argued that the performance of existing detectors is often overestimated due to the biases in space and time, and proposed some experimental constraints for these biases. Borja et al. [34] proposed a fairer evaluation framework considering realistic factors. These works provide deeper insights on detection performance under challenging settings. However, due to the vast number and diverse categories of detectors, as well as the complexity of the real world, there are still some unclear issues: 1) how different types of detectors perform under the ideal and challenging environments; 2) why different types of detectors perform better or worse under different challenging environments; 3) what are the future directions for improving detectors and how users select detectors? Exploring these issues can further enrich the community’s understanding about learning-based detectors and promote research on Android security.

Therefore, in this paper, we select 12 detectors for evaluation based on the criteria such as diversity, popularity, relevance, and recency, including five String-based detectors, two Image-based detectors, and five Graph-based detectors. We develop an evaluation framework, which includes the following scenarios: code obfuscation, concept drift and AEs attack. In addition, we also evaluate the performance of detectors under the ideal setting and test the detection efficiency of various detectors. We evaluate the three different types of detectors using the unified datasets, and analyze the evaluation results to achieve the following three goals: 1) understand the capabilities of different-type detectors, 2) analyze the reasons for the difference of these detectors’ performance under challenging environments, and 3) provide some suggestions from the perspectives of users and researchers. Our work aims to provide a clearer picture for learning-based Android malware detection studies. Finally, our contributions are summarized as follows:

1) We develop a systematic evaluation framework to evaluate various types of learning-based Android malware detectors under challenging environments, which fills a gap in previous research.

2) We summarize our findings and analyze the reasons for performance differences among various types of learning-based Android malware detectors under diverse challenging environments. We also provide some suggestions for both users and researchers.

3) We build three concept drift datasets and eight code obfuscation datasets, which are available on our link [1]. These datasets can be used by the research community to evaluate various detectors under challenging environments.

2 PRELIMINARY

2.1 Learning-based Android malware detector

As shown in Figure 1, the construction of learning-based detectors can be divided into four main steps: 1) Preprocessing: This step usually starts with unpacking an APK to obtain important files such as classes.dex. Furthermore, to better understand the code in the classes.dex, the latter can be further decompiled into small files. 2) Feature extraction: This step extracts features from APKs, such as function calls, and permission usage. 3) Feature processing: The features extracted in the last step are further processed to facilitate being handled by learning models, such as a vector, an image, or a graph. 4) Model training and testing: In this step, a malware detector or multi-category classifier is trained and then tested. Once the model passes the model test, it can be deployed in realistic environments.

2.2 Code obfuscation

Code obfuscation is a technology that converts the program code into a form that is functionally equivalent but difficult to read [24]. Obfuscation techniques are originally proposed to protect the intellectual property of legitimate users, but inevitably, attackers can also use them to protect malicious code. There are many obfuscation tools, such as Obfuscapck [5], DoshiO [19] and Allatori [2]. Common code obfuscation techniques include renaming identifiers, inserting junk code, etc. In recent years, some new and non-trivial obfuscation techniques have been proposed, such as Reflection and Encryption. Below we give a brief description of obfuscation technologies that will be used for this evaluation.

Rebuild (RBD): disassemble and recompile the classes.dex file.
ClassRename (CR) and MethodRename (MR): rename the class
and method name to a meaningless string, respectively. **Reorder (ROR):** change the conditional branch or insert a goto instruction to alter the structure of basic code blocks. **Reflection (REF):** enable functions to be called by reflection mechanism and specific APIs, thus hiding the actual calling relationship. **Junk Code (JUNK):** insert useless code that will not be executed due to arithmetic constraints. **ConstStringEncryption (CSE):** encrypt the constant strings in code. **CallIndirection (CID):** change the original function call relationship by indirect calls.

### 2.3 Concept drift

Concept drift is a phenomenon in which the statistical properties of the target variable change over time [55]. In the context of Android malware detection, researchers are primarily concerned with two practical problems related to concept drift, i.e., 1) Android software development technique evolution and 2) unseen or new malware category emergence.

**Android software evolution:** In practice, the samples for model training and testing are usually released at different times. Android application programming technique evolves over time due to facts such as system upgrades and technical adjustments [53]. Android software evolution incurs different code implementations of the same function, thereby altering the distribution of features (e.g., function calls). Accordingly, the classification boundary of detectors needs to be shifted to accommodate this change [55].

**Unseen or new malware category emergence:** In malware analysis, it is also crucial to identify the category or family to which the malicious software belongs. However, the multi-category classification as an example, the most popular learning-based classification models are usually trained on the dataset with fixed categories, i.e., the categories to be classified are assumed to be fixed and known in advance [48]. As malware evolves and new classes emerge [36], however, newly obtained samples may not belong to any of the known categories and hence are misclassified [53].

### 2.4 Adversarial examples

The adversarial examples (AEs) [41] [25] [26] are generated by adding subtle perturbations to natural samples, which can cause the learning-based model to give an incorrect classification result with high confidence. The AEs generation techniques were initially studied in the field of computer vision [58]. In the field of Android malware detection, generating realistic AEs may be more challenging, since the perturbations are required to keep software functionality unchanged and can be implemented in the problem space [37]. In recent years, some tools have emerged for generating Android malware AEs [15] [60] [3], which facilitate evaluating the robustness of Android malware detectors.

### 3 EVALUATION FRAMEWORK DESIGN

#### 3.1 Detectors selection

We select detectors for performance evaluation and comparison, according to the following criteria:

1) **Diversity:** Since the existing detectors fall into different categories, the selected ones should be representative and diverse.

2) **Impact:** We try to select the most popular detectors from each category as much as possible. For example, Drebin [7] has been cited for more than 2000 times, hence adopted in our evaluation.

3) **Relevance:** A detector may be the improved version of another one, which belongs to the same category. For instance, MDMC [54] is an improvement on ImgDroid [51]. Hence both MDMC and ImgDroid are selected by us. The detectors with high relevance help to thoroughly understand the effects of technological advances, making them appropriate to our evaluation.

4) **Recency:** We tend to choose the detectors proposed in the last 5 years. Accordingly, some new and promising techniques, such as the NLP-based ones [59], are covered in our work.

5) **Reproducibility:** For a fair and accurate evaluation, only the detectors that provide open-source code or key files (e.g., the files used for feature selection) are considered by us.

Accordingly, we select 12 detectors, including five String-based, two Image-based and five Graph-based, as depicted in Table 1.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drebin</td>
<td>DREBIN [7] extracts features from the Androidmanifest.xml and classes.dex files. The extracted features are organized into 8 sets, including hardware components and requested permissions, which are presented as strings. These feature sets are then mapped into a vector space, where each dimension is either 0 or 1. Finally, Drebin trains an SVM classifier to detect malware.</td>
</tr>
<tr>
<td>MDMC</td>
<td>MDMC [54] extracts permission requirements, and intent action declarations from the Androidmanifest.xml file, as well as sensitive API calls from the small files. MDMC then selects 379 features, including 147 permissions, 126 intent actions and 106 API calls. Finally, MDMC uses the Broad Learning System (BLS) [14] as the classifier for malware detection.</td>
</tr>
<tr>
<td>RevealDroid</td>
<td>REVEALDROID [22] extracts 44 types of features: method-level API usage, package-level API usage, reflective features and native calls. The first three features come from the classes.dex, while the last is from native binaries. These features are used to create a 1054-dimensional feature vector, and an SVM classifier is trained to detect malware.</td>
</tr>
<tr>
<td>ALDroid</td>
<td>ALDROID [56] extracts permission requirements, and intent action declarations from the Androidmanifest.xml and .smali files, including 50 Android permissions, 156 API calls, and 44 Intent attributes for inter-component communication. Then MLP, RF, SVM, et al. are introduced to act as the classifier.</td>
</tr>
<tr>
<td>ImgDroid</td>
<td>IMGDROID [51] obtains bytecodes from the classes.dex file, and converts bytecodes into RGB images. It trains a CNN network to distinguish between malicious and benign apps through classifying the RGB images.</td>
</tr>
<tr>
<td>MDMC</td>
<td>MDMC [54] relies on bytecodes for malware analysis. However, MDMC doesn’t directly transform bytecodes to images. Instead, it constructs the Markov images based on probability matrices of byte transfers, and then uses a CNN network to classify the Markov images.</td>
</tr>
</tbody>
</table>
Table 1: Overview of studied learning-based Android malware detectors.

<table>
<thead>
<tr>
<th>Type</th>
<th>Name</th>
<th>Years</th>
<th>Feature Source</th>
<th>Feature Extraction</th>
<th>Feature processing</th>
<th>Classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>classes.dex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>classes.dex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>RevealDroid [22]</td>
<td>2018</td>
<td>classes.dex, native binaries</td>
<td>API-Usage, Reflective API, Native Call</td>
<td>Hash</td>
<td>SVM</td>
</tr>
<tr>
<td></td>
<td>ALDroid [56] [27]</td>
<td>2020</td>
<td>AndroidManifest.xml, classes.dex</td>
<td>Used permissions, APIs and Actions</td>
<td>Hash</td>
<td>BLS</td>
</tr>
<tr>
<td></td>
<td>Bai’s [12] [11]</td>
<td>2021</td>
<td>AndroidManifest.xml, classes.dex</td>
<td>Used permissions, APIs and ICCs</td>
<td>Hash</td>
<td>SVM, RF, DT, KNN, MLP</td>
</tr>
<tr>
<td>Image-based</td>
<td>ImgDroid [51]</td>
<td>2019</td>
<td>classes.dex</td>
<td>Convert bytecode to color images</td>
<td>CNN</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MDMC [54]</td>
<td>2020</td>
<td>classes.dex</td>
<td>Convert bytecode to markov images</td>
<td>CNN</td>
<td></td>
</tr>
<tr>
<td>Graph-based</td>
<td>MaMa-fml [31]</td>
<td>2017, 2019</td>
<td>classes.dex</td>
<td>Function call relationship</td>
<td>Abstracte API calls to family calls</td>
<td>RF, KNN</td>
</tr>
<tr>
<td></td>
<td>MaMa-pkg [31]</td>
<td>2017, 2019</td>
<td>classes.dex</td>
<td>Function call relationship</td>
<td>Abstracte API calls to package calls</td>
<td>RF, KNN</td>
</tr>
<tr>
<td></td>
<td>Malscan [49]</td>
<td>2019</td>
<td>classes.dex</td>
<td>Function call relationship</td>
<td>Compute the centrality of sensitive API calls</td>
<td>RF, KNN</td>
</tr>
<tr>
<td></td>
<td>APIGraph [59]</td>
<td>2020</td>
<td>classes.dex</td>
<td>Function call relationship</td>
<td>Upon other features</td>
<td>Use other classifiers</td>
</tr>
</tbody>
</table>

3.1.3 Graph-based. Graph-based detectors extract features by constructing graph models from APKs, which are then processed using a learning-based model.

MaMa-fml: MaMa-fml is one model of MaMaDroid [31]. MaMa-fml extracts API calls from smali files and abstracts them into family calls. There are 11 families, 9 of which are from official Android documentation. The other two are self-defined and obfuscated, respectively. MaMa-fml then constructs the Markov chain on the basis of the transfer probabilities among families. Finally, the Markov chain is used as the feature vector to train a detection model.

MaMa-pkg: MaMa-pkg is another model of MaMaDroid. MaMa-pkg extracts features in the same way as MaMa-fml. The difference is that MaMa-pkg abstracts API calls into package calls. There are 366 packages from official Android documentation, and 2 packages are self-defined and obfuscated, respectively. In consequence, a 368 × 368 dimensional feature vector is used to represent an app.

Malscan: For each app, Malscan [49] constructs a function call graph (FCG) from its smali files. Then Malscan selects 21986 sensitive API calls based on PScout’s results [8], and computes the centrality of sensitive API calls as the feature vector. Lastly, Malscan employs RF and KNN to perform classification, respectively.

APIGraph: APIGraph [59] is designed to mine semantic similarities between Android APIs. It builds a relation graph of Android APIs based on official documents. APIGraph can be applied to previous Android malware classifiers for performance improvement.

Hence, we apply APIGraph to MaMa-fml and MaMa-pkg in our evaluation, denoted as APIGraph_f and APIGraph_p, respectively.

EFCG: EFCG [13] first constructs an FCG for each app, and trains a Fun2vec model to obtain the representation for every function. It then creates an enhanced FCG, and uses a Graph Convolutional Network (GCN) [46] to obtain a 100-dimensional vector representation for an enhanced FCG. Finally, EFCG employs the common classifiers such as RF and SVM to detect malware.

3.2 Research questions

We aim to answer the following research questions through experiments and analyses.

RQ1: How do various detectors perform under the ideal setting? To provide a reference for subsequent evaluations, we first evaluate the performance of various detectors on malware detection and Android software multi-category classification.

RQ2: How do different detectors perform on obfuscated samples? We evaluate the resilience of various detectors to different obfuscation techniques and analyze the factors that contribute to their differences in resilience.

RQ3: How does concept drift affect the various detectors? To evaluate the ability of different detectors to alleviate concept drift, we conduct our experiments in two scenarios, including Android software evolution and new malware category emergence.

RQ4: How do various detectors perform under AE attacks? To answer this question, we evaluate the robustness of detectors using different adversarial example generation tools.
RQ5: How efficient are various detectors? To obtain a more comprehensive understanding of various detectors, we measure their average processing time of handling a sample.

3.3 Dataset and metrics

As shown in Table 2, we employ two datasets for evaluation. Data-MD is used for Android malware detection, and Data-MC is used for Android software multi-category classification.

Data-MD is a new dataset we construct with two steps. 1) We collect a large batch of samples from Androzoo [4], spanning the years 2016-2020. 2) We upload the samples to VirusTotal [44] for labeling. To ensure the quality of the datasets, we adopt some important considerations and measures. 1) Due to the concern of sample replication [61], we de-duplicate the samples in our dataset. Specifically, if two APKs have the same hash value of their classes.dex file, we consider one of them as a duplicated APK. There are 490 sample duplicates in the set of collected samples. 2) Recently, some studies pointed out that certain engines in VirusTotal will dynamically flip their output labels over time. Fortunately, Zhu et al. [62] have conducted an evaluation for this problem, and provided an appropriate selection range for the Voting threshold (VT) (i.e., from 2 to 14). We adopted this suggestion, and set VT to 4. That is, if more than 4 engines label a sample as malicious, its label is set to be malicious. If all engines label the sample as benign, then its label is benign. In the end, we collect 15,356 samples. It is worth noting that none of the detectors we have selected for evaluation are from VirusTotal. 3) We construct a balanced dataset since training a detector on an unbalanced dataset (i.e., the number of benign samples is much larger than that of malicious ones) will make the classification boundary biased towards benign samples. Accordingly, apps are more likely to be classified as benign, and malware detection is easier to be evaded by code obfuscation or adversarial perturbation.

Data-MC is from CICMalDroid [30][29]. This dataset has five distinct categories: Adware, Banking, SMS, Riskware, and Benign. All samples undergo internal dynamic analysis using CopperDroid (a VMI-based dynamic analysis system) [42]. Samples that fail to run due to fatal errors such as time-outs, invalid APK, and memory allocation failures are excluded from the dataset. In addition, we also de-duplicate the samples for this dataset.

We employ the commonly used evaluation metrics, including Accuracy (Acc), Precision (P), Recall (R), and F1-Score (F1), to reflect the results of malware detection and Android software multi-category classification. In addition, we also use the more advanced metric MCC [16] in RQ1 to provide a more comprehensive insight.

Table 2: The brief description of the dataset.

<table>
<thead>
<tr>
<th>Android Malware Detection Dataset (Data-MD)</th>
<th>2016</th>
<th>2017</th>
<th>2018</th>
<th>2019</th>
<th>2020</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign</td>
<td>1480</td>
<td>1851</td>
<td>1890</td>
<td>1601</td>
<td>1111</td>
<td>7933</td>
</tr>
<tr>
<td>Malicious</td>
<td>1060</td>
<td>1514</td>
<td>1561</td>
<td>1793</td>
<td>1495</td>
<td>7423</td>
</tr>
<tr>
<td>Total</td>
<td>2540</td>
<td>3365</td>
<td>3451</td>
<td>3394</td>
<td>2606</td>
<td>15356</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Android Software Multi-category Classification Dataset (Data-MC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>#Sample</td>
</tr>
</tbody>
</table>

3.4 Experimental setup

Our experiments are conducted in the following scenarios.

3.4.1 Ideal setting. We evaluate the performance of different detectors on malware detection and multi-category classification under the ideal setting in RQ1. For Data-MD and Data-MC, we randomly selected 80% of samples from each category as the training set, and the remaining 20% as the testing set. It is worth noting that RQ5 is also evaluated in this scenario.

3.4.2 Code obfuscation. We evaluate the detectors’ resistance to code obfuscation on Data-MD in RQ2. We select 800 benign and 800 malicious samples from the test set of RQ1 as the original test set (ORI). For every sample in the original test set, we impose eight different obfuscation techniques on it, respectively. We select Obfuscapk [5] as our obfuscation tool. Obfuscapk is an open-source tool used for obfuscating Android apps without accessing their source code. When obfuscating an APK, Obfuscapk first decompiles the APK to generate Smali files. Then, Obfuscapk obfuscates the small files and repackages them to generate the obfuscated APK. Obfuscapk can implement classic obfuscation techniques and some advanced obfuscation techniques, such as Reflection. Finally, we obtain eight different obfuscation test sets.

It is noted that there may exist obfuscated samples in Data-MD, which negatively affect the validity of our evaluation. However, it is too challenging to detect and filter out all the obfuscated samples from Data-MD. Therefore, we manually construct a dataset without any obfuscated samples, and then use contrast experiments to decide whether the experiments over Data-MD are valuable. The results of contrast experiments indicate that the presence of obfuscated samples in Data-MD does not cause bias in the evaluation results. Hence Data-MD is suitable for our experiments on the resistance to code obfuscation. Details of the evaluation approach can be found in our link [1].

3.4.3 Concept drift. As described in Section 2.3 and RQ3, we consider two causes for concept drift, i.e., Android software evolution and unseen malware category emergence.

Android software evolution: Here we set up two scenarios to evaluate the performance of various detectors. Scenario one is designed to evaluate the detectors’ resilience to aging, while Scenario two is intended to assess their ability to resist forgetting. In Scenario one, the detectors are trained on the samples of 2016 in Data-MD, and subsequently tested on the samples of 2017-2020, respectively. In Scenario two, the detectors are trained on the samples of 2020 in Data-MD, and then tested on the samples of 2016-2019, respectively. To maintain the consistency of sample quantity for training and test, a total of 2160 samples are selected from each year’s dataset, with an equal number of benign and malicious samples.

New malware category emergence: To assess the effectiveness of different detectors in identifying unseen malware category samples, we select one malware category from the five categories in Data-MC as the unseen category. For example, we choose Aware as the unseen category. We construct the training and test sets with the remaining four categories, and then add the unseen category into the test set. Note that the samples from the unseen category are excluded from the training set.
3.4.4 Adversarial examples. We assess the detectors’ robustness to AEs using Data-MD in RQ4. We use the training and test sets of RQ1 to train the model. We then select malware from the test set to generate AEs, which are then used to evaluate the detection models. In the following, we introduce the tools used to generate AEs. Al-Dujaili et al. [3] presented dFGSM_k and rFGSM_k to generate binary-encoded AEs of malware. dFGSM_k and rFGSM_k are both the variants of FGSM. Chen et al. [15] proposed two AEs crafting algorithms, denoted as HIV_SMA and HIV_CW. It is worth noting that adversarial perturbations are usually imposed on features. Therefore, AE attacks take effect in the feature space. Meanwhile, constraints on the problem space also need to be considered. For example, Chen et al. [15] introduce a position constraint on feature perturbations to ensure realistic AEs can be generated in the problem space. Therefore, we also consider these constraints when employing AE generation tools to evaluate detectors.

4 EVALUATION

In this section, we show the experimental results of RQ1-RQ5. Note that all experimental setups are shown in Section 3.

4.1 RQ1: Performance under the ideal setting

**Results & Analyses:** Table 3 shows the Acc, P, R, F1 and MCC of various detectors on Malware detection (MD) and multi-category classification (MC) tasks in the ideal setting. On the MD task, the F1 of various detectors exceeds 0.9, and Malscan exhibits the highest performance with an F1 of 0.959. On the MC task, the performance of the detectors decreases to varying degrees, compared to that on the MD task. This can be attributed to the fact that MC is a more challenging classification task with a finer granularity. Overall, the detectors in different categories can all achieve satisfactory performance in the ideal setting.

### Table 3: F1 of various detectors on MD and MC tasks.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Malware detection</th>
<th>Multi-category classification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc</td>
<td>P</td>
</tr>
<tr>
<td>Drebin</td>
<td>0.949</td>
<td>0.949</td>
</tr>
<tr>
<td>RevealedDroid</td>
<td>0.956</td>
<td>0.956</td>
</tr>
<tr>
<td>MudFlow</td>
<td>0.940</td>
<td>0.940</td>
</tr>
<tr>
<td>ALDroid</td>
<td>0.937</td>
<td>0.937</td>
</tr>
<tr>
<td>Bai’s</td>
<td>0.954</td>
<td>0.954</td>
</tr>
<tr>
<td>ImgDroid</td>
<td>0.959</td>
<td>0.959</td>
</tr>
<tr>
<td>MDMC</td>
<td>0.956</td>
<td>0.957</td>
</tr>
<tr>
<td>MalMa-fml</td>
<td>0.956</td>
<td>0.956</td>
</tr>
<tr>
<td>MalMa-pkg</td>
<td>0.956</td>
<td>0.957</td>
</tr>
<tr>
<td>MalScan</td>
<td>0.959</td>
<td>0.959</td>
</tr>
<tr>
<td>APIGraph_p</td>
<td>0.956</td>
<td>0.957</td>
</tr>
<tr>
<td>APIGraph_f</td>
<td>0.955</td>
<td>0.956</td>
</tr>
<tr>
<td>EFCG</td>
<td>0.942</td>
<td>0.943</td>
</tr>
</tbody>
</table>

4.2 RQ2: Performance under code obfuscation

**Results & Analyses:** Figure 2 shows the performance of various detectors on the eight obfuscation test sets. The explanations of obfuscation techniques are shown in Section 2.2. The results indicate that the String-based detectors perform relatively stably, whereas the Image-based detectors experience more significant performance degradation. For example, the average F1 of ImgDroid is only 0.76. Most of the Graph-based detectors have relatively stable performance on the obfuscation test sets, but MalMa-fml and APIGraph-f are more susceptible to code obfuscation. We further analyze how various obfuscation techniques affect our detectors. Let $F_{1\text{ori}}$ and $F_{1\text{RBD}}$ denote the F1 score measured on the original and the obfuscation test set, respectively. Then we can use $(F_{1\text{ori}} - F_{1\text{RBD}})/F_{1\text{ori}} \times 100\%$ to represent the decrease ratio of F1 under code obfuscation. Table 4 shows the decreased ratio of F1 for the evaluated detectors on different obfuscation test sets. It can be seen that the Image-based detectors are significantly degraded on all the obfuscation test sets. Under the simplest obfuscation technique, RBD, the F1 of ImgDroid and MDMC decreases by 24.62% and 14.44%, respectively. More seriously, ImgDroid drops by 38.39% on the CID obfuscation test set.

The performance of the Graph-based detectors varies significantly under various obfuscation techniques. On the obfuscation test sets of RBD, JUNK and ROR, the F1 of detectors is essentially unchanged, while it suffers different degrees of degradation on the obfuscation test sets of CR, CSE, CID, and REF. In addition, different detectors have varying degrees of sensitivity to the same obfuscation techniques. For example, on the CID test set, the F1 of MalMa-fml, APIGraph-f, MalMa-pkg and MalScan decreases by 52.23%, 24.71%, 8.63% and 8.75%, respectively.

Compared to the other two types of detectors, the String-based detectors exhibit more stable performance on the obfuscation test sets. Most detectors suffer only a minimal decrease in F1 under code obfuscation. In comparison, Drebin, RevealedDroid, and MudFlow are more vulnerable to some obfuscation techniques. Take Drebin for example. Its F1 decreases by 1.71% on CR test set, which is already the most serious performance degradation it has experienced across all the obfuscation test sets.

### Table 4: The decrease ratio of F1 under obfuscation.

<table>
<thead>
<tr>
<th>Tools</th>
<th>RBD</th>
<th>CR</th>
<th>MR</th>
<th>CSE</th>
<th>JUNK</th>
<th>CID</th>
<th>ROR</th>
<th>REF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drebin</td>
<td>0.21</td>
<td>1.71</td>
<td>0.32</td>
<td>0.21</td>
<td>0.21</td>
<td>0.11</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>RevealedDroid</td>
<td>0.63</td>
<td>0.73</td>
<td>0.84</td>
<td>0.63</td>
<td>0.63</td>
<td>0.95</td>
<td>0.63</td>
<td>0.63</td>
</tr>
<tr>
<td>MudFlow</td>
<td>0.80</td>
<td>0.65</td>
<td>0.61</td>
<td>0.80</td>
<td>0.80</td>
<td>0.34</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>ALDroid</td>
<td>0.11</td>
<td>0.00</td>
<td>0.21</td>
<td>0.11</td>
<td>0.11</td>
<td>0.00</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Bai’s</td>
<td>0.42</td>
<td>0.32</td>
<td>0.74</td>
<td>0.42</td>
<td>0.42</td>
<td>0.32</td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td>ImgDroid</td>
<td>24.62</td>
<td>28.22</td>
<td>27.88</td>
<td>29.92</td>
<td>33.29</td>
<td>38.39</td>
<td>36.64</td>
<td>25.90</td>
</tr>
<tr>
<td>MalMa-fml</td>
<td>0.55</td>
<td>17.17</td>
<td>0.65</td>
<td>17.04</td>
<td>0.55</td>
<td>52.23</td>
<td>0.55</td>
<td>13.92</td>
</tr>
<tr>
<td>MalMa-pkg</td>
<td>0.53</td>
<td>2.58</td>
<td>0.95</td>
<td>2.14</td>
<td>0.53</td>
<td>5.30</td>
<td>0.53</td>
<td>2.47</td>
</tr>
<tr>
<td>MalScan</td>
<td>0.53</td>
<td>1.70</td>
<td>1.38</td>
<td>1.81</td>
<td>0.53</td>
<td>8.63</td>
<td>0.53</td>
<td>1.81</td>
</tr>
<tr>
<td>APIGraph_p</td>
<td>0.25</td>
<td>1.34</td>
<td>0.84</td>
<td>2.35</td>
<td>0.53</td>
<td>8.75</td>
<td>0.53</td>
<td>1.81</td>
</tr>
<tr>
<td>APIGraph_f</td>
<td>0.65</td>
<td>15.36</td>
<td>0.93</td>
<td>10.23</td>
<td>0.65</td>
<td>24.71</td>
<td>0.65</td>
<td>3.66</td>
</tr>
<tr>
<td>EFCG</td>
<td>0.85</td>
<td>2.05</td>
<td>1.29</td>
<td>2.50</td>
<td>0.85</td>
<td>3.74</td>
<td>0.85</td>
<td>1.61</td>
</tr>
</tbody>
</table>

**Reasons & Explanations:** Here we further study why the three types of detectors have different resilience to various obfuscation technologies.
There are two reasons for the relatively strong resilience of the String-based detectors to code obfuscation. First, as shown in Table 1, the String-like features used by these detectors usually come from classes.dex, AndroidManifest.xml and native binaries, while most of obfuscation techniques only modify classes.dex. Second, the obfuscation techniques usually alter a fraction of the string-like features with a small impact. For illustration, we suppose a String-based detector uses API calls as its features. Under the CR obfuscation (i.e., changing functions’ name), only some of the pre-existing API calls vanished, changing the corresponding elements in the string-like feature from 1 to 0 and keeping the remaining elements unchanged.

In general, the Image-based detectors utilize all the information contained in classes.dex for classification. However, the latter can be easily changed by obfuscation. For illustration, we extract the feature used by ImgDroid from an APK file. We then use RBD and CID to modify the APK file, respectively. The original features and the changed ones are all represented by a color image, as depicted in Figure 3. Clearly, the changed features are significantly different from the original ones. Therefore, it is hard for ImgDroid to resist even simple obfuscation techniques like RBD. On the other hand, the visual distinction between CID and RBD Bytecode color images is less pronounced. This alignment effect is not by coincidence. This is because RBD acts as the last step of all obfuscation techniques, dominating the visual pattern of Bytecode feature images. This also explains why ImgDroid suffers similar performance degradation on the other obfuscation test sets.

Graph-based detectors mainly depend on function call graphs (FCGs) and their variants for classification. Table 5 shows the change in the number of nodes and edges in FCGs before and after code obfuscation. Edge_diff (Node_diff) denotes the discrepancy in the edge (node) count between the original and obfuscated app. Furthermore, to assess the statistical difference of FCGs before and after obfuscation, we employ the Kolmogorov-Smirnov test [33] to evaluate the distribution of node and edge count before and after obfuscation. Node_p and Edge_p denote the p-value of test result. A p-value less than 0.05 indicates that the distribution of node (or edge) count for the obfuscated app significantly differs from that for the original app. The results demonstrate that the CID obfuscation substantially increases the node and the edge count by 27.728% and 19.473%, respectively. Consequently, most Graph-based detectors exhibit subpar performance on the CID obfuscation test set. In particular, MaMa-fml suffers a more severe performance decline due to its coarse-grained features. Obfuscation techniques, such as CR, MR, CSE, and REF, exert a marked effect on FCGs, with diverse node distribution and edge count compared to the original apps. Conversely, the three obfuscation strategies, namely RBD, JUNK and ROR, exert a relatively low impact on FCGs. As a result, the Graph-based detectors experience slight performance degradation on these obfuscation test sets.

### Table 5: Impact of code obfuscation on function call graphs.

<table>
<thead>
<tr>
<th>ObfTec</th>
<th>Node_diff</th>
<th>Node_p</th>
<th>Edge_diff</th>
<th>Edge_p</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBD</td>
<td>0.000%</td>
<td>0.317</td>
<td>0.000%</td>
<td>0.317</td>
</tr>
<tr>
<td>CR</td>
<td>+0.155%</td>
<td>+0.05</td>
<td>+0.083%</td>
<td>+0.05</td>
</tr>
<tr>
<td>MR</td>
<td>+0.131%</td>
<td>+0.05</td>
<td>0.000%</td>
<td>0.317</td>
</tr>
<tr>
<td>CSE</td>
<td>+0.140%</td>
<td>+0.05</td>
<td>+0.676%</td>
<td>+0.05</td>
</tr>
<tr>
<td>JUNK</td>
<td>0.000%</td>
<td>0.317</td>
<td>0.000%</td>
<td>0.317</td>
</tr>
<tr>
<td>ROR</td>
<td>0.000%</td>
<td>0.317</td>
<td>0.000%</td>
<td>0.317</td>
</tr>
<tr>
<td>CID</td>
<td>+27.728%</td>
<td>+0.05</td>
<td>+19.473%</td>
<td>+0.05</td>
</tr>
<tr>
<td>REF</td>
<td>+0.044%</td>
<td>+0.05</td>
<td>-0.174%</td>
<td>+0.05</td>
</tr>
</tbody>
</table>

4.3 RQ3: Performance under concept drift

1) Android software evolution

Results & Analyses: We assess various detectors under two scenarios. In Scenario one, the training samples are all from 2016. In Scenario two, the training samples are all from 2020. Figure 4 shows the F1 scores of various detectors under two scenarios to reflect their resilience to concept drift resulted by Android software development technique evolution.
Figure 4: The F1 of various detectors under scenario one and scenario two.

1) In Scenario one, the String-based and the Image-based detectors suffer a more significant decline in F1 than the Graph-based detectors. Moreover, for most of the detectors, a larger time gap between the training and test sets results in a sharper decline in F1. For instance, Drebin’s F1 drops from 0.901 on the 2017 test set to 0.839, 0.762, and 0.715 on the 2018, 2019, and 2020 test sets, respectively. In Scenario two, the F1 scores of various detectors decrease more rapidly than in Scenario one. This is because the models trained with new samples may pay more attention to the features associated with new development techniques, making them perform worse on old samples. Comparatively, the Graph-based detectors suffer more severe performance degradation in Scenario two. For example, EFCG’s F1 drops from 0.912 on the 2019 test set to 0.497 on the 2016 test set. Furthermore, the results indicate that coarse-grained features are more resilient than fine-grained features. For instance, in both scenarios, MaMa-fml exhibits a slower decline in F1 compared to MaMa-pkg.

F4: When concept drift occurs, all three types of detectors experience varying degrees of performance degradation. Overall, Image-based detectors show the most significant performance drop under concept drift. In addition, using a new training set leads to more severe performance degradation for detectors than using an old training set.

Reasone & Explainations: Android software development techniques undergoes continuous evolution, changing the features extracted from apps. We will explore which features undergo the most significant changes over time, resulting in the degradation of detector performance. First, we randomly select 2000 samples with comparable sizes from each year between 2017 and 2020. We identify the top-100 commonly-used sensitive API calls, top-40 commonly-used permissions and actions in the samples of 2016. We then analyze their frequency of use in the samples from 2017 to 2020. As shown in Figure 5, the frequency of API usage decreases each year. Its median is 30.04% in 2017, which decreases to 28.24%

and 26.46% in 2018 and 2019, respectively. In 2020, its median further decreases to 13.65%. In contrast, the frequency of permissions and actions remains more stable, with the median hovering around 25% across the four different years. The above analyses indicate that using too many sensitive APIs as features may reduce a model’s robustness against concept drift. As shown in Figure 4, ALDroid selects more permissions and actions as its features, while Malscan and Drebin choose more sensitive APIs as their features. Therefore, ALDroid has stronger resilience compared to the other two detectors. Although APIGraph helps to mitigate semantic differences between APIs from different years, its effectiveness in countering software evolution is actually limited, particularly over significant time spans. Moreover, through comparing MaMa-fml and MaMa-pkg, we observe that coarse-grained features exhibit greater resilience to software evolution, as an API’s name may change but its family name often remains unchanged.

F5: The negative impact of concept drift caused by software evolution has a stronger association with the sensitive APIs adopted in features. This effect is even more significant when the time span between training and test samples is large.
(2) New malware category emergence

To explore the potential of existing detectors in identifying new-category samples, we focus on the concept drift induced by new malware category emergence. In our experiments, the test set contains the samples of a new category unseen in the training set. We sequentially evaluate all the detectors under 100 thresholds ranging from 0.01 to 1. We choose the threshold that yields the highest macro average F1-score (M-F1) as the final threshold. For illustration, we consider EFCG as an example and show its M-F1 under all thresholds in the left part of Figure 6. Clearly, EFCG achieves the highest M-F1 0.83 when the threshold is 0.81. We then show the final threshold and the highest M-F1 of every detector in the right part of Figure 6. It can be seen that the Graph-based detectors exhibit the strongest capability for recognizing new-category samples, with each detector achieving an M-F1 above 0.8. This is because the Graph-based detectors use the features that can better describe software behavior and possess stronger discriminability. Moreover, RevealDroid, Drebin and Bai’s in the category of String-based detectors also have distinct advantages in identifying samples from new malware categories. Furthermore, no detector achieves an F1 above 0.9. When the distribution of test samples differs from that of training samples, the decision boundary learned through training should be shifted to adapt to the new distribution. This tells us that detectors should be continuously updated to handle new malware category emergence.

4.4 RQ4: Performance under adversarial attacks

We utilize Evasive Detection Ratio (EDR) to assess the detectors’ capability to defend against AEs. EDR is defined as the ratio of the number of evasive malware (N evasion) to the total number of malware (N total), i.e., EDR = N evasion / N total. Figure 7 illustrates the defense capability of various detectors in resisting AE attacks.1 Obviously, the Graph-based detectors (e.g., MaMa-pkg and MaMa-fml) are usually more robust than the String-based detectors (e.g., Drebin and Bai’s). Our explanations are given below. The existence of AEs is due to the imperfect decision boundary learned through model training [37]. Note that the String-like features are not good at accurately describing the runtime behavior of malware. Accordingly, the classification boundaries learned by the String-based detectors are not good enough. Contrarily, the Graph-based features provide a more accurate description for malware behavior, making the learned classification boundary closer to the ideal one. Under this situation, it is very difficult for attackers to launch effective AE attacks. Furthermore, MaMa-pkg performs more robustly than MaMa-fml in resisting AEs. This is because MaMa-fml uses coarser-granularity features obtained through clustering different package-level functions into a family-level function. Accordingly, these features describe malware behavior more vaguely, leaving more room for AEs.

Moreover, RevealDroid demonstrates stronger robustness compared to other detectors. This can be attributed to the fact that RevealDroid utilizes 454 native calls as features, while the AE attacks (i.e., HIV_JSMA and HIV_CW) cannot change native binaries. In addition, we do not evaluate the defense of the Image-based detectors against AEs. In fact, it is not hard to find adversarial perturbations for a bytecode image to induce misclassification. However, it is very challenging or even impossible to implement these perturbations at the APK level [37] [18]. That is, the feature-space perturbations usually cannot be appropriately mapped into the problem-space modification of the Android app’s source code.

4.5 RQ5: Efficiency

To evaluate the efficiency of each detector, we calculate the size of feature encoding model and classification model, as well as the average test time of each sample in Data-MD. As shown in Table 6, only Drebin, APIGraph, and EFCG require a feature encoding model. ImgDroid, MDMC and EFCG need a

Figure 6: Threshold (T) and F1 in recognizing new category.

Figure 7: EDR of detectors on natural samples and AEs.
larger classification model. The Image-based detectors ImgDroid and MDMC are the most efficient, whose average test time is only 1.52s and 1.83s, respectively. This is because that the Image-based detectors do not require decompiling the classes.dex file, which is a time-consuming task. The String-based detectors are generally less efficient due to their need for parsing multiple files. RevealDroid is particularly inefficient because it requires extra time for extracting reflective features and native calls. The Graph-based detectors often take a long time to build features, because decompilation and graph construction require additional time overhead.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Feature model</th>
<th>Classification model</th>
<th>Testing time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drebin</td>
<td>13870 KB</td>
<td>1169 KB</td>
<td>88.35s</td>
</tr>
<tr>
<td>RevealDroid</td>
<td>-</td>
<td>-</td>
<td>125.21s</td>
</tr>
<tr>
<td>MudFlow</td>
<td>-</td>
<td>556 KB</td>
<td>55.43s</td>
</tr>
<tr>
<td>ALDroid</td>
<td>-</td>
<td>707 KB</td>
<td>2.86s</td>
</tr>
<tr>
<td>Bai’s</td>
<td>-</td>
<td>1393 KB</td>
<td>2.54s</td>
</tr>
<tr>
<td>Malscan</td>
<td>-</td>
<td>636 KB</td>
<td>2.54s</td>
</tr>
<tr>
<td>APIGraph_p</td>
<td>-</td>
<td>29284 KB</td>
<td>1.52s</td>
</tr>
<tr>
<td>MDMD</td>
<td>-</td>
<td>29282 KB</td>
<td>1.83s</td>
</tr>
<tr>
<td>MaMa-fml</td>
<td>-</td>
<td>322 KB</td>
<td>107.35s</td>
</tr>
<tr>
<td>MaMa-pkg</td>
<td>-</td>
<td>630 KB</td>
<td>110.42s</td>
</tr>
<tr>
<td>Malscan</td>
<td>-</td>
<td>372 KB</td>
<td>3.65s</td>
</tr>
<tr>
<td>APIGraph_f</td>
<td>3795 KB</td>
<td>554 KB</td>
<td>118.76s</td>
</tr>
<tr>
<td>APIGraph_f</td>
<td>3795 KB</td>
<td>556 KB</td>
<td>109.64s</td>
</tr>
<tr>
<td>EFCG</td>
<td>1.05 GB</td>
<td>1261 KB</td>
<td>6.84s</td>
</tr>
</tbody>
</table>

Figure 8: Comprehensive evaluation of various detectors.

Table 6: Efficiency comparison for various detectors.

5 LESSONS

Based on the above experiments and analyses, we comprehensively evaluate the studied detectors from different aspects in Figure 8. We summarize the lessons learned for Android malware detector users and researchers below.

5.1 Lessons for users

Our suggestions for users are summarized below. 1) For malware detection, we recommend using RevealDroid, MaMa-pkg, Bai’s and Malscan, as they are more robust under challenging environments. For multi-category classification, we recommend using Drebin, RevealDroid, Malscan and APIGraph_p, because they have relatively stronger capabilities in recognizing unseen malware category samples. 2) If a user aims to analyze the malicious behavior of malware, we recommend utilizing Graph-based detectors, as they can provide a more comprehensive description of an app’s runtime behavior. Additionally, String-based detectors (e.g. MudFlow) may also help to achieve this goal since they can utilize interpretable techniques to identify the key features that facilitate a better understanding of malicious behaviors. 3) For the task of large-scale malware detection, we recommend using the Image-based detectors as the first defense line, because their processing time is short, less than 2s for a sample on average. To further prevent malware from evading detection, these detectors can be used in collaboration with other tools. For example, we can use MDMC for detection first, and then use the other more robust tools (e.g. Malscan) to recheck the software identified as benign. 4) For the task of on-device detection, we recommend using Malscan and Bai’s, as their classification models are more lightweight, do not require feature embedding, and have a certain guarantee of detection speed. In particular, we do not recommend the EFCG detector because its feature-embedding model occupies a large storage space. 5) Last but not least, although the current detectors have achieved good performance under the ideal setting, they perform unstably under challenging environments. Therefore, we suggest combining the learning-based detectors with manual analysis techniques in malware detection. It is also worth exploring how to make the detectors collaborate more harmoniously with manual analyses.

5.2 Lessons for researchers

The following suggestions may help researchers to build a more resilient detector under challenging environments.

How to resist code obfuscation? (A) Selecting the feature source that is less considered by most obfuscation tools. For example, more than 95% of obfuscation techniques target classes.dex. So extracting features from other files can help to enhance the robustness against obfuscation. (B) Selecting the features that are stable when facing obfuscation. Instead, we should give the features richer semantic information. For the Graph-based detectors, we can assign every node in the feature with node attributes. For example, we can highlight those meaningful bytecodes instead of treating all bytecodes equally. (C) Constructing multi-view features. Features possess different defense capabilities for code obfuscation. It is difficult to count on one single feature to defend against all obfuscation techniques [21]. Therefore, combining multiple features that complement each other in resisting obfuscation is a better choice.

How to alleviate concept drift? (A) Solely relying on features to withstand concept drift is not advisable. In fact, concept drift
we do not start from scratch when preparing the data. Instead, we
AEs in problem space. (A) When reproducing detectors, we refer to the
delicately developed for a pre-determined detector. Their AEs are
attack: Up to now, almost all the AE generation algorithms are
difficult to fool different detectors. Hence we cannot evaluate the
detectors under the same AE attacks. Instead, we produce different
AEs for these detectors, and analyze the latter’s robustness against
their own AEs.

7 RELATED WORK

Here we summarize the existing studies and highlight the differences
between our work and them.

Literature review: Qiu et al. [38] surveyed the Android malware
detection with deep neural networks. Wu et al. [47] presented a
review of machine learning based Android malware static detection
technology. Tam et al. [43] reviewed the existing Android malware
analysis techniques and analyzed their performance against evolving
malware. Yan et al. [52] summarized the attacks and defenses for the
learning-based malware detectors of Windows PE, Android and PDF, etc.

Empirical study: Daoudi et al. [17] explored the reproducibility
of 5 machine learning-based Android malware detectors. TESSER-
ACT [36] proposed a set of constraints to mitigate spatial and tem-
poral biases which can inflate the performance of detectors, and
evaluated three detectors in the corresponding setting. Borja et al. [34]
constructed a unified evaluation framework and evaluated 10 detectors. Sawadogo et al. [39] investigated the impact of data
imbalance on detectors. Ma et al. [28] provided an empirical study of
learning-based PE malware family classification methods. Zhan
et al. [57] conducted an empirical study of Android’s third-party
library detection for Android apps. Alejandro et al. [23] studied the
dynamic features of Android apps released from 2011 to 2018.

In summary, the main differences between our study and existing
studies include the scale and settings of experiments. 1) We
considered three types of Android malware detectors, and selected
a total of 12 detectors for performance evaluation. 2) We evaluated
the selected detectors under three challenging environments, i.e.,
code obfuscation, concept drift, and AEs. These settings are realis-
tic and will be encountered in the real world. Through extensive
experiments, we aim to understand how these challenging factors
impact different types of detectors, reveal the reasons behind the
strengths and weaknesses of various detectors, and provide practical
suggestions from the perspectives of both users and developers.

8 CONCLUSION

Recently, there has been growing concern over the performance
of learning-based Android malware detectors under challenging
environments. In this paper, we classify the existing detectors into
different categories (i.e., String-based, Image-based and Graph-based),
and conduct a comprehensive evaluation for them in the scenarios
of code obfuscation, concept drift and adversarial attack. Through
extensive experiments and deep analyses, we evaluate these detect-
ors’ performance and figure out the reasons behind their diverse
performance. We also sum up the lessons and offer practical sug-
gestions for both detector users and researchers. We hope our work
can provide valuable assistance to the security community.
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