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Abstract
With the widespread application of machine learning-based An-

droid malware detection methods, building a high-quality dataset
has become increasingly important. Existing large-scale datasets
are mostly annotated with VirusTotal by aggregating the decisions
of antivirus engines, and most of them indiscriminately accept the
decisions of all engines. In reality, however, these engines have
different capabilities in detecting malware, especially those that
have been obfuscated. Previous research has revealed that code
obfuscation degrades the detection performance of these engines
to varying degrees. This makes us believe that using all engines
indiscriminately is unreasonable for dataset annotation. Therefore,
in this paper, we first conduct a data-driven evaluation to confirm
the negative effects of code obfuscation on engine-based dataset an-
notation. To gain a deeper understanding of the reasons behind this
phenomenon, we evaluate the availability, effectiveness and robust-
ness of every engine under various code obfuscation techniques.
Then we categorize the engines and select a set of obfuscation-
robust engines. Finally, we conduct comprehensive experiments
to verify the effectiveness of the selected engines for dataset anno-
tation. Our experiments show that when 50% obfuscated samples
are mixed into the training set, on the classic malware detectors
Drebin and Malscan, using our selected engines can effectively im-
prove detection performance by 15.21% and 19.23%, respectively,
compared to using all the engines.
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1 Introduction
In recent years, machine learning [29] has been extensively uti-

lized to design Android malware detectors [12] [27] [13] [44], which
spurs an urgent demand for high-quality annotated datasets. As
an online antivirus scanning service platform, VirusTotal [7] in-
tegrates over 70 antivirus engines and has become the preferred
choice for dataset annotation [40] [43] [11]. To annotate a dataset,
a user uploads APKs to VirusTotal to obtain their final labels by
aggregating the detection decisions predicted by various engines.
Label aggregation is usually based on a predetermined threshold
[46][42]. If the number of engines detecting the sample to be mali-
cious, i.e., VirusTotal Positives (VTP), is greater than or equal to the
threshold, the sample is labeled as malicious. Currently, VTP has
become an important consideration in determining sample labels
[24] [31]. For example, when we download samples from AndroZoo
[9], the largest collection of Android apps, the VTP of each sample
will also be provided as a reference for annotation. Under this situ-
ation, the discriminability of VTP between benign and malicious
samples is of great importance to dataset annotation.

Despite being used for several years, some skepticism remains
regarding the dataset annotation method with antivirus engines
[36] [37]. A major concern is that the performance of each engine
varies [14], especially in terms of their sensitivity to code obfuscation
[20] [34] [16]. Code obfuscation aims at increasing the difficulty of
reverse engineering, while preserving the original functionality of
Android software [15]. At present, code obfuscation has beenwidely
used by both developers and attackers [17] [28] [32]. Developers
employ code obfuscation to safeguard their intellectual property
[17], whereas attackers leverage code obfuscation to shield their
malicious code and evade detection [10].

At present, some researchers have proposed using only the high-
reputation engines [46] for dataset annotation, hoping to achieve
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Figure 1: Visualizing the benign-malicious separability of
VTP before and after obfuscation. The horizontal axis repre-
sents sample index, and the vertical axis represents VTP.

better detection results. Unfortunately, we observed that some high-
reputation engines still reverse their labels when faced with obfus-
cated samples. This problem should be avoided, since code obfus-
cation preserves software functionality and therefore should not
alter sample labels. Moreover, we realized that code obfuscation
usually results in the variation of VTP, which can further reduce
the discriminability of VTP between benign and malicious samples
and impair the engine-based dataset annotation.

To illustrate this issue clearly, we visualize the separability of
VTP in Figure 1. Figure 1 (a) demonstrates the original VTP val-
ues of benign and malicious samples. It can be seen that VTP ex-
hibits excellent separability between benign and malicious samples.
However, after the samples are obfuscated by encrypting constant
strings, the separability of VTP is significantly weakened, as shown
in Figure 1 (b). This indicates in the presence of code obfuscation,
the engines-based dataset annotation method may introduce label
noise and undermine downstream tasks.

Therefore, it is essential to carefully consider how to effectively
utilize antivirus engines for dataset annotation under code obfusca-
tion. Following the process of ’identifying problems, understanding
causes, and proposing solutions’, we investigate four issues: 1) How
does code obfuscation affect VTP and further influence the entire
dataset annotation process? 2) How do obfuscated and relabeled
samples in the training set impair the performance of different mal-
ware detectors? 3) How does code obfuscation impact each engine
and what are the differences between engines in resisting code
obfuscation? 4) How to appropriately select engines for sample
labeling to enhance the accuracy of dataset annotation?

Our research starts with constructing datasets for evaluating the
impact of code obfuscation on VTP. We first construct an original
dataset that is not only annotated by VirusTotal. We then generate
obfuscated datasets by applying various obfuscations to the original
dataset. Finally, we collected 131,894 valid reports. Aided by these
reports, we conducted the following four studies.
(1) Measuring the VTP variations caused by obfuscation. We
first evaluate the VTP variations of samples before and after differ-
ent obfuscations. Our experiments reveal that obfuscation tends to
increase VTP for benign samples and decrease VTP for malicious
samples. Moreover, different types of obfuscating transformations
have varying impacts on VTP.
(2) Investigating the impacts of VTP variations. We then con-
struct various training sets with different proportions of obfuscated
samples, which are re-labeled using VirusTotal. The training sets
are used to train the Drebin and Malscan detectors. Our experi-
ments show that as the proportion of obfuscated samples increases,
the performance of each detector decreases to varying degrees.

(3) Understanding the causes for VTP variations. To identify
the causes of VTP variations, we conduct a fine-grained experimen-
tal analysis for each engine, and clarify the differences between
various engines from the following three aspects. 1) Availability: En-
gines may have varying probabilities of producing available results.
2) Effectiveness: Engines possess different capabilities in detecting
malware from the original dataset. 3) Robustness: Engines have vary-
ing degrees of sensitivity to code obfuscation techniques. Based on
the above analysis, we find the causes for VTP variations before
and after obfuscation. Furthermore, we observe that more than 20
engines have very low availability, with less than 1% probability of
producing effective detection results, and 13 engines label all sam-
ples as benign with over 95% probability. Unfortunately, previous
studies paid little attention to these two types of engines.
(4) Improving the quality of dataset annotation. Based on the
understanding of various engines, we propose to categorize en-
gines and appropriately select engines for dataset annotation. By
using these selected engines (i.e., robust engine sets) to annotate
the training set containing obfuscated samples, we can improve the
performance of learning-based malware detectors by about 20%,
which is better than using the high-reputation engines.

As an extension to the above studies, we also investigate how
different obfuscation strategies affect the string labels output by
various engines.

Finally, our contributions are summarized below.
1) Finding. Through extensive experiments, we analyze the im-

pact of different code obfuscation techniques on VTP, and confirm
the harm to learning-based malware detectors caused by consider-
ing all engines equally in dataset annotation.

2) Insights. We quantitatively analyze each engine in three
aspects: availability, effectiveness and robustness, which reveals
the reason for the VTP variations before and after obfuscation from
different perspectives.

3)Method. We divide the engines into different sets based on
their capabilities. Then we select the robust engine sets for dataset
annotation to enhance the performance of learning-based malware
detectors, surpassing the high-reputation engine sets.

4) Dataset and code. Since obtaining VirusTotal reports of sam-
ples is a time-consuming and labor-intensive task, we make our
dataset, 131,894 reports and code available to facilitate future re-
search.

2 Preliminary
2.1 Dataset Annotation with Antivirus Engines

In this subsection, we introduce the main steps involved in con-
structing datasets aided by Antivirus Engines on VirusTotal, i.e.,
Sample Collection, Report Obtaining, and Label Aggregation.

• Sample Collection: In the first step, an adequate number of
Android packages (APKs) are downloaded from diverse sources
such as Google Play Store [5], Androzoo [9] and VirusShare [6].

• Report Obtaining: The collected APKs are uploaded onto Virus-
Total. VirusTotal will provide an analysis report for each sample,
which includes the detection result of every engine, e.g., benign,
malicious, or unavailable (i.e., failure).

• Label Aggregation: The last step involves determining the label
of a sample by aggregating the outputs of engines. The commonly
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used approach is threshold-based aggregation [46]. If the VTP
reaches or exceeds the predetermined threshold 𝑇 , the input
sample will be labeled as malicious.

2.2 Code Obfuscation
Code obfuscation is a technique that uses code transformation

technology to convert the original program, making it function-
ally equivalent but difficult to comprehend and analyze [15] [17].
Suppose the original program is denoted as 𝑃 , and the transformed
program is denoted as 𝑃 ′. We have 𝑃 ′ ≜ 𝑇 (𝑃), where 𝑇 represents
the code transformation technique [15]. Code transformation has
various forms, e.g., renaming methods, encrypting strings, and so
on. As a standard operation, code obfuscation has been widely
used in Android app development [2] [3] to offer protection against
reverse engineering and enhance software security [33]. Many pop-
ular development tools, such as Android Studio, include built-in
code obfuscation features that developers can easily enable. Addi-
tionally, there are many code obfuscation tools [3] [1] [2]. However,
code obfuscation can also be utilized by attackers. More specifi-
cally, attackers can employ obfuscation techniques to circumvent
anti-malware engines, hence making Android malware more chal-
lenging to detect and analyze.

3 Setup
In this section, we introduce the setup of our study, covering

the issues of dataset construction, detection report obtaining, and
research questions.

3.1 Dataset Construction
Building appropriate datasets is a fundamental prerequisite for

our study. Asmentioned before, we need to use two kinds of datasets
in our evaluation, the original dataset and the obfuscated ones.

Original Dataset.Constructing the original dataset should meet
three basic requirements: 1) the dataset should include a large
number of samples; 2) the sample labels should be trustworthy;
and 3) the dataset cannot solely rely on antivirus engines from
VirusTotal for annotation. According to these requirements, we
select the CICMalDroid dataset [26] [25] as our original dataset.
As shown in Table 1, CICMalDroid contains 12,538 samples, each
of which is analyzed by static analysis, dynamic analysis [38] and
network traffic analysis. Based on the analysis results and logs, four
categories of malware (i.e., Adware, Banking, SMS, and Riskware)
and one category of benign samples, are manually identified.

Table 1: The brief description of the original dataset.

Category Adware Banking Riskware SMS Benign Total
#Sample 1,514 2,506 2,060 2,461 4,042 12,538

Obfuscated Dataset. We then build the obfuscated datasets
based on the original dataset. The reason why we decided to build
our own obfuscated databases is that the reconstructed datasets can
more accurately match the original dataset, helping us to observe
the change in VTP for each sample.

For a sample 𝑃 from the original dataset, we apply code transfor-
mation 𝑇 to generate 𝑃 ′. Since 𝑃 and 𝑃 ′ have equivalent function-
ality, they should have the same label. We employ the automated
obfuscation tool ObfuscAPK [10], an open-source tool supporting

multiple advanced code transformation strategies, to implement 𝑇 .
As shown in Table 2, we utilize 11 different code obfuscation trans-
formations to generate obfuscated samples. These code obfuscation
transformations come from six popular categories, including trivial,
rename, encryption, reflection, and so on. In summary, an original
sample 𝑃 can generate 11 different obfuscated samples 𝑃 ′.

In our experiments, an obfuscated sample can be benign or mali-
cious (i.e., Adware, Banking, SMS, and Riskware). It is noted that
the number of generated obfuscated samples (i.e., the set of 𝑃 ′) is
not constant for all original samples. This is because some code
transformations (e.g., CID) are more complicated, and may fail to
generate obfuscated samples occasionally. Fortunately, most of the
samples in our dataset can successfully produce the corresponding
obfuscated samples. Finally, we obtained 137,631 obfuscated sam-
ples, in addition to 12,538 samples from the original dataset. That
is, the total number of all samples is 150,169.

3.2 Getting Analysis Reports
With the obfuscated samples, we obtain their analysis reports

from VirusTotal following two steps. First, we upload the obtained
samples onto VirusTotal using the upload API. Then, we calculate
the sha256 of each sample and obtain the analysis report using the
scan API. The last column of Table 2 shows the number of reports
obtained from VirusTotal. Due to the size limit for each uploaded
sample (i.e., the maximum allowed file size is 32MB), 5,737 samples
are not successfully uploaded. In the end, we collect 131,894 analysis
reports for both original and obfuscated samples.

Table 2: Obfuscation introduced and obfuscated samples.
Ob-type T Description #Report

Trivial RDM Reordering entries in the Manifest file. 11,266

Rename
MR Renaming method names to meaningless

strings. 11,455

FR Renaming fields in a class to meaningless
strings. 10,769

CR Renaming class names to meaningless strings. 10,707

Encryption CSE Encrypting constant strings in the code. 11,478

Junk code
AB Inserting dead code that will

not be executed using arithmetic constraints. 11,136

NOP Inserting Nop instructions. 11,223

Code
ROR

Changing the structure of code blocks by
altering conditional branches or inserting
goto instructions.

10,666

CID
Adding intermediate calls to alter the
original function call relationships without
changing functionality.

9,411

Reflection
REF Performing reflection calls on APIs. 10,954

AREF Performing reflection calls on dangerous APIs. 10,547

Original samples 12,282
Total number of original and obfuscated samples 131,894

3.3 Research Questions
In this work, we aim to answer the following research questions:
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• RQ1: How do obfuscation techniques affect the VTP of a sample?
To answer this question, we first analyze the VTP distribution of
original samples, and then examine the VTP changes before and
after obfuscation.

• RQ2: How does the inclusion of obfuscated and relabeled samples
in the training set impact the performance of learning-based detec-
tors? To answer this, we replace different proportions of original
samples with obfuscated ones, creating a new training set. Then
we train two standard detectors on this set to evaluate the impact
on their performance.

• RQ3:Which engines are the culprits for VTP variations? By explor-
ing the availability, effectiveness, and robustness of each engine,
we attempt to identify the causes of the changes in VTP before
and after obfuscation.

• RQ4: How to effectively utilize engines for dataset annotation?
To address this, we categorize engines into different sets based
on their detection effectiveness and obfuscation resistance. We
then label the training set using these sets, train several malware
detectors, and evaluate them on a unified test set.

• RQ5: How do obfuscation techniques affect the string label output
by engines? To answer this question, we explore the effects of
code obfuscation on the consistency of engines’ string labels, and
then summarize our key findings.

4 RQ1: Impact of Obfuscation on VTP
4.1 Goal and Setup

In this section, we aim to investigate the impact of code obfusca-
tion on the VTP of samples coming from different categories. Here
we consider five categories of the original dataset, i.e., Benign, Ad-
ware, Banking, SMS, and Riskware. We first analyze the distribution
of VTP of samples in the original dataset. We then analyze the VTP
variations of the samples in the corresponding obfuscated datasets.
For a pair of original and obfuscated samples, we use𝑉𝑇𝑃𝑣𝑎𝑟 to rep-
resent the VTP variation, i.e., 𝑉𝑇𝑃𝑣𝑎𝑟 = 𝑉𝑇𝑃𝑜𝑟𝑖 −𝑉𝑇𝑃𝑜𝑏𝑓 , where
𝑉𝑇𝑃𝑜𝑟𝑖 is the VTP of the original sample and𝑉𝑇𝑃𝑜𝑏𝑓 is that of the
obfuscated sample.

To further understand how different types of code obfuscation
techniques affect the VTP, we analyze the 𝑉𝑇𝑃𝑣𝑎𝑟 of samples from
five categories under various transformations.

4.2 Result and Analysis
Figure 2 (a) shows the 𝑉𝑇𝑃𝑣𝑎𝑟 of obfuscated samples from the

categories of Benign, and Figure 2 (b) shows it of category Banking1.
We first consider Figure 2 (a). The VTP of benign samples exhibits an
increasing trend after the samples are obfuscated. Over 95% of the
obfuscated samples have a 𝑉𝑇𝑃𝑣𝑎𝑟 greater than 0. If the threshold
of label aggregation is set to 1, more than 95% of obfuscated benign
samples will be falsely labeled as malicious, as shown in Figure
2 (b). That is, a significant number of mislabelled samples will be
included in datasets. In contrast, for themalicious samples, as shown
in Figure 2 (b), a decreasing trend in VTP is observed, with most
samples having negative 𝑉𝑇𝑃𝑣𝑎𝑟 . These results imply that benign
samples modified by obfuscation are more likely to be misclassified
as malicious by many engines, and malicious samples modified

1Due to space limitations, the 𝑉𝑇𝑃𝑣𝑎𝑟 of other categories are given in Figure 1 of
supplementary material. The distributions of𝑉𝑇𝑃𝑣𝑎𝑟 of other categories are similar
to that of the Banking category.

by obfuscation are more likely to be misclassified as benign by
many engines. That is, the separability of VTP is weakened by code
obfuscation.

In addition, it is observed that the VTP changing trend is similar
for different types of malicious samples under the same obfuscation
technique. However, the VTP changing trend differs for the samples
generated by different obfuscating transformations. In comparison,
the obfuscation technique CSE has a more pronounced impact on
VTP. This phenomenon is particularly evident on the benign sam-
ples and malicious samples from the Banking category. Specifically,
the𝑉𝑇𝑃𝑣𝑎𝑟 of samples generated by CSE is larger than that of sam-
ples generated by other obfuscating transformations, followed by
CID. As shown in Figure 2 (a), over 50% of samples obfuscated by
CSE have a 𝑉𝑇𝑃𝑣𝑎𝑟 greater than 15.

Answer to RQ1: Code obfuscation can impact the dataset anno-
tation with engines. Specifically, obfuscated benign samples are
more likely to be labeled as malicious, while obfuscated malicious
samples are more likely to be labeled as benign. Furthermore,
applying CSE and CID obfuscations to original samples will result
in a more noticeable mislabeling of engines.

5 RQ2: Impact of Obfuscation on Android
Malware Detectors

In this section, we will explore the impact of code obfuscation
on the performance of learning-based malware detectors by adding
obfuscated samples into the training set in varying proportions. To
clarify the concepts, we use the term "learning-based detectors"
(or "detectors" for short) to specifically refer to malware detectors
constructed by academic approaches. These detectors’ design and
evaluation process is usually public, allowing for replication and
verification. We refer to the Antivirus Engines as "engines." These
engines are often the products of commercial companies, and their
internal mechanisms are kept confidential. They are provided to
users as a black box.

5.1 Learning-based Detectors
In recent years, various types of supervised learning-based An-

droid malware detectors have emerged. The basic steps in building
these detectors include dataset construction, preprocessing, fea-
ture extraction, model training, and model testing. The quality of
the training set is crucial for the final detection performance. In
the previous sections, we described the process of constructing a
dataset using engines and quantitatively analyzed the impact of
code obfuscation on dataset annotation. Next, we will inject obfus-
cated samples in different proportions into the training set, and
relabel them based on VTP. Accordingly, we will explore the effect
of doing this on the performance of Android malware detectors.

5.2 Experimental Setup
In the following, we describe our experimental setup, including

the evaluated detectors, datasets, and evaluation metrics.

• Detectors:
1) Drebin: Drebin is a string-style feature based detector [18].
Drebin first extracts information, such as request permissions
and hardware components, from the APK and encodes them into
vectors. It then uses SVM to classify the feature vectors.
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Figure 2: The impact of obfuscation on the VTP of samples from different categories.

Table 3: Performance of different malware detectors under training sets mixed with different proportions of obfuscated samples.

OBRat

CID CSE
Drebin Malscan Drebin Malscan

P R A F1 P R A F1 P R A F1 P R A F1
Original 0.982 0.982 0.982 0.982 0.966 0.965 0.965 0.965 0.982 0.982 0.982 0.982 0.966 0.965 0.965 0.965
10% 0.969 0.968 0.968 0.968 0.970 0.970 0.970 0.970 0.960 0.959 0.959 0.959 0.962 0.961 0.961 0.961
20% 0.954 0.952 0.952 0.952 0.966 0.966 0.966 0.966 0.937 0.931 0.931 0.931 0.952 0.951 0.951 0.951
30% 0.939 0.934 0.934 0.934 0.957 0.956 0.956 0.956 0.905 0.889 0.889 0.888 0.919 0.911 0.911 0.91
40% 0.890 0.871 0.871 0.869 0.925 0.920 0.920 0.920 0.849 0.800 0.800 0.793 0.880 0.851 0.851 0.848
50% 0.872 0.843 0.843 0.840 0.925 0.918 0.918 0.918 0.823 0.741 0.741 0.724 0.854 0.800 0.800 0.792

2) Malscan: Malscan is a graph-based detector. Malscan extracts
function call graphs from APKs, selects 21,986 sensitive APIs, cal-
culates their centrality to build the APK’s features, and leverages
a machine learning-based model for classification.

• Dataset: We select 8,084 samples from the CICMalDroid dataset
to construct a balanced dataset for our experiments, consisting
of an equal number of benign and malicious software samples.
We divide the dataset into a training set and a test set at a ratio
of 4:1. Then, we randomly choose 10%, 20%, 30%, 40%, and 50%
of the training samples and replace them with obfuscated sam-
ples to create new training sets. For convenience, we will denote
this ratio as OBRat. These new training sets are then re-labeled
using VirusTotal, to simulate real-world scenarios, where users
collect obfuscated samples, label them using VTP, and add them
into the training set. In our experiments, we use two obfusca-
tion techniques, CID obfuscation and CSE obfuscation (detailed
descriptions of these techniques are provided in Section 3). In
RQ1, we find that these two obfuscation methods significantly
affect the antivirus engines. We use the VTP as the standard to
differentiate between benign and malicious software, with a VTP
threshold of 1, to align with the existing work’s settings [46]. This
means that if at least one engine identifies a sample as malicious,
then the sample is determined to be malicious. Otherwise, the
sample is declared as benign.

• Metric: In our research, we employ classic evaluation metrics
from machine learning to assess the performance of detection
models, including Accuracy (A), Precision (P), Recall (R), and
F1-Score (F1).

5.3 Result and Analysis
As shown in Table 3, we analyze the impact on two different

malware detectors when different proportions and types of obfus-
cated samples are introduced into the training set. Here, OBRat
represents the proportion of obfuscated samples. Original denotes
the original performance, i.e., training the model using the original

labels of the dataset. CID and CSE represent the types of obfuscated
samples mixed into the training set.

The results demonstrate that when using the original training
set, the performance of the two detectors is exceptionally high.
However, as the proportion of obfuscated samples increases, all
performance metrics exhibit a declining trend. For instance, with
50%-mixed CID obfuscated samples, Drebin and Malscan’s F1 de-
crease to 0.840 and 0.918, representing the reductions of 16.99%
and 5.14% from their original performance, respectively. Similarly,
with 50%-mixed CSE obfuscated samples, Drebin and Malscan’s F1
decrease to 0.724 and 0.792, representing reductions of 35.62% and
21.87% from their original performance, respectively.

Additionally, it can be seen that for the Malscan, when a small
number of CID obfuscated samples are introduced into the training
set, their performance slightly surpasses the original performance.
This is because CID obfuscation changes the features of Malscan
more, whichmay create some "robust" samples, similar to the effects
of data augmentation [23]. However, as the proportion of obfuscated
samples increases, the generation of more samples with label errors
adversely affects the performance of the detectors.

Answer to RQ2: The performance of the malware detectors is
impaired by relabeling obfuscated samples incorporated into its
training set. When 50% CID-obfuscated samples are mixed in,
Drebin’s F1 drops by 16.99%. Similarly, after incorporating 50%
CSE-obfuscated samples, Drebin’s and Malscan’s F1 decrease by
35.62% and 21.87%, respectively.

6 RQ3: Evaluating Individual Engines
6.1 Goal and Setup

In RQ1 and RQ2, we found that code obfuscation may lead to
the change of VTP for samples, and adversely affect model training.
In this section, we will further investigate the underlying reasons
behind this problem, by investigating which engines experience
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label flipping when facing code obfuscation. To achieve this goal,
we evaluate every engine from the perspectives of availability, effec-
tiveness and robustness. Since our goal is not to compare various
engines, we will use Engine Index and Engine ID to refer to the
engines’ original names.

We first analyze the availability of each engine. Each engine
returns three possible results for an uploaded sample: malicious,
benign, or unavailable. For an engine, we use AvailRate to repre-
sent its availability rate, i.e., the probability of the engine returning
available results (i.e., benign or malicious). If an engine has a low
AvailRate, it should be excluded in the subsequent analysis to avoid
collecting insufficient reports. We then focus on engines with high
AvailRate and analyze their effectiveness and robustness to code
obfuscation. Finally, we will classify the engines based on the ex-
perimental results.

6.2 Result and Analysis
6.2.1 Availability. In the previous experiments, we obtained 131,894
valid analysis reports. We found 93 engines from these reports. We
then calculate the AvailRate for each engine, as shown in Figure 3.
This figure reveals that 60 engines have an AvailRate exceeding 0.9,
accounting for 64.5% of all engines. For the remaining 33 engines,
theirAvailRates are not more than 0.6. Furthermore, EN55 and EN59
are not selected by us due to their low AvailRate on certain cate-
gories of the original dataset. Specifically, EN59 only has a 1.85%
AvailRate in the Adware category and EN55 has a 5.34% AvailRate
in the Benign category.

It is noted that different engines exhibit varying degrees of
changes in their AvailRate between the original and obfuscated
samples. Take samples in the Adware category for example. The
AvailRate of EN59 engine on the original dataset is 0.018, while
the average AvailRate on the obfuscated dataset is 0.976. For EN63,
its AvailRate on the original dataset is 0.968, while the average
AvailRate on the obfuscated dataset is only 0.105. For EN73 and
EN69, their AvailRates are relatively low on both the original and
obfuscated datasets. Then we illustrate the variations in AvailRate
of each engine before and after obfuscation. The result shows that
the AvailRate of 4 engines has been changed by more than 30%, and
that of 14 engines has been changed by more than 20%. It is worth
noting that such changes will lead to the VTP variation before
and after obfuscation. However, these changes in AvailRate do not
follow a clear pattern and have a random nature. Therefore, we
attribute this impact to the random factor. Fortunately, the impact
of these engines on VTP is limited, as most of them exhibit a low
AvailRate.

Taking the above two points into consideration, a total of 35
engines that generate random factors have been identified. In the
next subsection, therefore, we will select 58 engines with an ade-
quate number of reports on both original and obfuscated samples
for in-depth analysis. For convenience, the selected 58 engines are
marked in red in Table 1 of the supplementary material.
6.2.2 Effectiveness and Robustness. We further investigate the ef-
fectiveness and robustness of the selected 58 engines. Specifically,
we first calculate the false positive rate (FPR) and false negative rate
(FNR) for each engine on the original dataset and the various ob-
fuscated datasets. FPR represents the proportion of benign samples
that are predicted as malicious among all benign samples. FNR

5 1 0 1 5 2 0 2 5 3 0 3 5 4 0 4 5 5 0 5 5 6 0 6 5 7 0 7 5 8 0 8 5 9 00 . 0
0 . 2
0 . 4
0 . 6
0 . 8
1 . 0  A v a i l R a t e

I n d e x

A v a i l R a t e = 0 . 9

Figure 3: The AvailRate of 93 engines of VirusTotal.

denotes the proportion of malicious samples that are predicted as
benign among all malicious samples. The FPR (or FNR) before and
after obfuscation can reflect the label-flipping problem of benign
(or malicious) samples. Figure 4 and Figure 5 present the FPR and
FNR for each engine on the original dataset and various obfuscated
datasets, respectively. Every row corresponds to an engine, and ev-
ery column indicates a dataset. "ORI" represents the original dataset,
and "RDM~ARE" represents the obfuscated datasets with different
types of code transformations2. In these two figures, heatmaps are
used to visualize the results, where the color intensity represents
the magnitude of the corresponding value. Darker red color indi-
cates values closer to 1, darker blue color indicates values closer
to 0, and white color represents values of 0.5.

To understand the label flipping of each engine on benign sam-
ples, we focus on the metric of FPR. As shown in Figure 4, the FPR
of all engines is low on the original dataset. This indicates that the
engines can correctly identify the majority of benign samples as
benign. However, it is obvious that when the original samples are
obfuscated, the FPR of some engines increases significantly, indicat-
ing that a large number of benign samples experience label flipping
and are falsely classified as malicious. Moreover, different engines
exhibit varying degrees of label flipping in response to various ob-
fuscating transformations. For example, engines such as EN58 and
EN30 show a significant boost in FPR over all categories of obfus-
cated datasets. This reveals that benign samples obfuscated with
any type of obfuscation technique are at higher risk of being mis-
classified as malicious by these engines. Additionally, some engines
show higher label flipping rates on specific obfuscation techniques.
For instance, the engine EN11 exhibits higher FPR on CSE, REF, and
AREF obfuscated datasets compared to other obfuscated datasets.
This tells us that benign samples transformed by these obfuscation
techniques are more likely to be misclassified as malicious by EN11.
In addition, several engines, such as EN37, EN20, and EN9, have
higher FPR on CSE obfuscated datasets. This implies that applying
the CSE obfuscation technique to benign samples is more likely to
result in label flipping on multiple engines.

On the other hand, we observe that some engines (located at
the bottom of Figure 4) consistently maintain low FPR on differ-
ent types of obfuscated datasets. This phenomenon suggests that
these engines may possess relatively high stability against code
obfuscation techniques. As shown in Figure 5, however, when we
shift our focus to the FNR of these engines, we observe that their
FNR is consistently high. This implies that regardless of whether
the samples are benign or malicious, these engines tend to classify

2Here we use code transformation types to represent the corresponding obfuscated
datasets for convenience of representation.
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Figure 4: FPR of various engines on different datasets.
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Figure 5: FNR of various engines on different datasets.

them as benign with a significant probability without discrimina-
tion. Surprisingly, this problem exists on 13 engines, accounting for
22.4% of all the engines. We believe that these engines themselves
are biased.

We continue to analyze the FNR of the remaining engines. Here
we consider the malicious samples in both the original and the
obfuscated datasets. It is observed that the FNR of many engines
increases when malicious samples are obfuscated. Moreover, these
engines have varying degrees of FNR increase. Engines such as
EN37, EN48, EN16, EN9, etc., exhibit an FNR increment of over
0.2 regardless of the type of obfuscated transformations applied
to the malicious samples. This means that their output labels are
reversed when handling more than 20% of the malicious samples.
Once again, CSE exhibits the most significant impact on the labels of
malicious samples. 10 engines such as EN37, EN9, and others have
an FNR increment of over 0.5 on the CSE dataset. This indicates
that when the original malicious samples are obfuscated with CSE
transformation, these engines encounter label flipping on over 50%
of the samples. Among them, the engines of EN48 and EN31 show
a label flipping rate of over 80%. The engine EN50 demonstrates
relatively stable FNR on other types of obfuscated datasets, but on
CR and CSE, the label flipping rate exceeds 20%.

Answer to RQ3: The main causes for VTP changes are two-fold:
the random factor and the intrinsic factor. 35 low-availability
engines contribute to the random factor, and 58 obfuscation-
vulnerable engines contribute to the intrinsic factor. In comparison,
the impact of the random factor is relatively small, while the im-
pact of the intrinsic factor is significant.

7 RQ4: Mitigating the Impact of Code
Obfuscation

From RQ3, we observe that the quality of various engines is
inconsistent. If all engines are used for labeling, the presence of
code obfuscation may lead to label flipping, and hence degrade
the detection performance. Therefore, it is necessary to categorize
the engines based on a deeper understanding of the engines. As a
preliminary attempt to tackle obfuscation for dataset annotation,
we mitigate the impact of code obfuscation by selecting and using
more robust engines, based on understanding and categorization
of various engines. Then we use the SVTP, which is the decision
aggregation result of the various engine sets, to replace the VTP.

7.1 Taxonomy
According to the analysis of each engine in RQ3, we categorize

the total 93 engines into several sets.
1 Low-availability Engines: These engines return valid results

with a lower probability, as we have discussed in RQ3. There are
35 engines in this category.

2 Biased Engines: These engines can return results, but the
results are not informative as they almost classify all samples as
benign. There are 13 engines in this category.

After excluding the low-availability and biased engines, we clas-
sify the remaining ones based on detection performance and ob-
fuscation robustness. We calculate the F1 of each engine on the
original dataset to represent its original detection effectiveness, de-
noted as 𝐹1𝑜𝑟𝑖 . Then we compute the change in F1 caused by code
obfuscation, i.e., 𝐹1𝑉𝑎𝑟 . For every engine, we use the average 𝐹1𝑉𝑎𝑟

on various obfuscated datasets to represent its overall obfuscation
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Figure 6: Cluster analysis of engines in sets 3 - 7 .

sensitivity, denoted as 𝐴𝑉𝐺𝑜𝑏𝑓 . We use the standard deviation of
𝐹1𝑉𝑎𝑟 , denoted as 𝑆𝑇𝐷𝑜𝑏𝑓 , to represent its sensitivity to different
obfuscation transformations.

We then group the rest engines into five categories. Subsequently,
we analyze the effectiveness and robustness of the engines in these
five categories and summarize the characteristics of each category.
Here we first depict the cluster analysis results of the rest engines
in Figure 6, where the x-axis represents detection effectiveness and
the y-axis denotes obfuscation robustness. We then summarize the
5 categories as follows.

3 Robust Engines: These engines have a high detection capabil-
ity for original samples, and exhibit lower sensitivity to obfuscation.
That is, their 𝐴𝑉𝐺𝑜𝑏𝑓 and 𝑆𝑇𝐷𝑜𝑏𝑓 are relatively low. There are 2
engines in this set, as shown in Figure 6. 4 Partially obfuscation-
vulnerable engines: These engines have a high detection capability
for original samples. However, they are vulnerable to some of the
obfuscation transformations, i.e., their 𝑆𝑇𝐷𝑜𝑏𝑓 is very high. There
are 14 engines in this set. 5 Obfuscation-vulnerable engines: These
engines have a high recognition capability for original samples.
However, they experience a certain degree of F1 decrease on all
obfuscation datasets, i.e., they have a high 𝐴𝑉𝐺𝑜𝑏𝑓 and a relatively
small 𝑆𝑇𝐷𝑜𝑏𝑓 . There are 9 engines in this set. 6 Ineffective and
obfuscation-resistant engines: These engines have a low recognition
capability for original samples, but they are resistant to obfusca-
tion techniques. There are 6 engines in this set. 7 Ineffective and
obfuscation-vulnerable engines: These engines have a low recog-
nition capability for original samples, and they are vulnerable to
obfuscation techniques. There are 14 engines in this set.

Inspired by our categorization, we can attribute the VTP change
to two kinds of factors, i.e., random and intrinsic. The engines in
set 1 contribute to the random factor. These engines occasionally
output valid labels for input samples, slightly changing the VTP
in an unpredictable manner. The engines that are vulnerable to
obfuscation to different extents contribute to the intrinsic factor.
There are a total of 28 such engines, which exist in three sets, 4 ,
5 and 6 . These engines have a significant and definite impact on
the VTP change between original and obfuscated samples.

7.2 Method
In the following, we propose to use different sets of engines

in dataset annotation, in order to better train various malware

detectors. It should be noted that based on the engine categorization
in the last subsection, one can design multiple methods to tackle
code obfuscation. For simplicity and as a demonstration of method
design, in this subsection, we only present a simple yet effective
method. Furthermore, we use extensive experiments to evaluate
the proposed method. We use the same experimental setup as RQ2.
7.2.1 Method Overview. We first give a brief introduction to our
proposed method. To more clearly demonstrate the impact of dif-
ferent engine sets on sample annotation, we annotate the dataset
by aggregating the results of engines from different sets. For clarity,
the original decision aggregation result on all engines is denoted as
VTP, while the decision aggregation results of the various engine
sets are denoted as SVTP. Figure 7 illustrates the difference between
VTP and SVTP.
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Figure 7: Computational methods of VTP and SVTP.

For a sample 𝑥 , we first upload it onto VirusTotal to obtain the
output V-Label. The VTP is the sum of V-Label. Unlike VTP, the
calculation of SVTP requires passing through a filter. This filter will
screen out the results output by engines that do not belong to the
considered engine sets, producing an output FV-Label. The SVTP is
the sum of FV-Label. With the SVTP, one can determine whether
the sample is benign or malicious based on a threshold. To optimize
the annotation performance of each engine set, we utilized ROC
curves to help determine the optimal decision threshold. We found
that when the SVTP threshold is set to 1, the performance of each
engine set was optimal. This setting is consistent with the setting
of VTP as well.
7.2.2 Comparison of Different Engine Sets. Here we compare the
detection performance brought by different engine sets. Figure 8
presents the test results (F1) of various detectors trained on training
sets annotated by different engine sets. The training sets annotated
by different sets are referred to as SetN. For example, Set2 refers
to the training set annotated by engines belonging to the engine
set 2 . Here, we do not use engines from set 1 to label samples
because their availability is too low to obtain a sufficient number of
annotated samples. Specifically, Set58 denotes the result annotated
by 58 engines after filtering out the engines from the engine set 1 .

The results indicate that Set2 generally exhibits lower perfor-
mance, with the F1 consistently ranging between 0.3 and 0.4. This
is attributed to the engines in Set2 predominantly classifying sam-
ples as benign, resulting in a high degree of randomness in the
detection outcomes. Set3 demonstrates higher performance and is
comparatively the most stable. For instance, on the Drebin detector,
the performance remains virtually unchanged when 50% of CID
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Figure 8: The F1 of different detectors on the training dataset
labeled with different engine sets.
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Figure 9: The distributions of the original, the VTP-annotated
containing 50% CSE obfuscated, and the Set3-annotated con-
taining 50% CSE obfuscated samples.

obfuscated samples are introduced into the training set. Across all
cases, the maximum performance drop for Set3 is only 2.95%. Partic-
ularly in scenarios with CID obfuscation, the performance decline
for various detectors does not exceed 1% across all proportions of
obfuscated samples. Set4 exhibits high initial performance3 and
good stability in some cases. For example, when different propor-
tions of CID and CSE obfuscated samples are introduced, Drebin’s
performance remains largely unaffected. Set5 has a high initial
performance but shows less stability. Set6 is also less stable, with
performance significantly degraded compared to the initial. Al-
though Set7 demonstrates high stability, its performance is lower.
Additionally, the results from Set58 reveal that filtering out engines
with lower effectiveness, as compared to the VTP, is beneficial for
performance enhancement. In summary, it is apparent that with
the appropriate selection of engines for dataset annotation, when
training sets are mixed with various proportions of obfuscated sam-
ples, the performance of Drebin and Malscan can be maintained at
97.28% and 99.32% of their initial capabilities, respectively. At their
highest performance levels, these two detectors surpass the VTP
by 15.21% and 19.23%, respectively.

To clearly understand why the annotation with Set3 can lead to
better performance, we take Malscan as an example, and depict the
distribution difference between three training sets: 1) the original
training set, 2) the VTP-annotated training set that contains 50%
CSE-obfuscated samples, and 3) the Set3-annotated training set
that contains 50% CSE-obfuscated samples in Figure 9. Here we
3Here we define the initial performance of each set as the performance without the in-
jection of obfuscated samples in the training set, i.e., the performance when OBRat=0.0.
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Figure 10: The F1 of different detectors on the dataset labeled
with different engine sets and high-reputation engine sets.

used t-SNE [39] for visualization. It is evident that the distribution
of the training data annotated with Set3 closely resembles that
of the original training data, exhibiting high separability between
benign and malicious samples. Conversely, the VTP-based anno-
tation results in a significant overlap between the distributions of
benign and malicious samples. Under this situation, the models
trained on the VTP-annotated datasets have inferior performance,
while those trained on Set3-annotated datasets demonstrate better
performance.
7.2.3 Comparing Our Select Engine Sets with High-reputation En-
gine Sets. Some papers have mentioned several engines with high
reputations [12] [46], which fall into two high-reputation engine
sets shown in Table 4. The engine set Reputable2 includes 2 high-
reputation engines, while the engine set Reputable9 contains 9
high-reputation engines. Among them, the EN61 engine was ex-
cluded from this set due to its low availability, so we primarily used
the remaining 8 engines in the engine set. In this subsection, we
compare these two high-reputation engine sets with our selected
engine sets through experiments.

Table 4: The introduction of high-reputation engines.
Set Engines

Reputable2 EN35, EN51
Reputable9 EN35, EN51, EN61, EN15, EN58, EN37, EN52, EN11,

EN50

The results are depicted in Figure 10. Observed that as the pro-
portion of CID obfuscated samples injected into the training set
increases to 50%, Drebin’s F1 decreases by 6.12% and 13.15% on
Reputable2 and Reputable9, respectively, while it only decreases by
0.04% and 3.80% on Set3 and Set4, respectively. Similarly, a similar
trend is observed for Malscan. When CSE obfuscation is injected
into the training set, both detectors show stable F1 only on Set3 an-
notations. Taking Drebin as an example, its F1 decreased by 32.04%
and 33.50% on Reputable2 and Reputable9, respectively, while the
F1 score on Set3 only decreased by 2.95%. In summary, compared
to using high-reputation engines, using Set3 for dataset annotation
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averagely improves Drebin’s performance by 14.83% and Malscan’s
performance by 15.90%. This indicates that high-reputation engines
selected in previous literature are not able to robustly annotate
samples in the presence of code obfuscation.

Answer to RQ4:We identify two engine sets with better perfor-
mance. When the training datasets are injected with high propor-
tions of obfuscated samples: 1) Using Set3 for dataset annotation
can improve the performance of Drebin and Malscan by 15.21%
and 19.23%, respectively, as compared to using VTP. 2) Using Set3
for dataset annotation can improve the performance of Drebin
and Malscan by 14.83% and 15.90%, respectively, as compared to
using the high-reputation engine sets.

8 RQ5: The Impact of Code Obfuscation on the
String Labels of Engines

In this section, we investigate how different obfuscations affect
the string labels output by various engines. We observed that when
an engine labels a sample as malicious, it will generate a string
label, e.g., ADWARE/ANDR.Mobisec.FRRR.Gen. The string label can
reveal some information about the sample [21][36], such as the
family label. To study the consistency of string labels before and
after obfuscation, we select 15 engines for evaluation, which can
maintain a malicious detection ratio of over 1/3 after obfuscation.
We first introduce an evaluation metric known as the string labels
Consistency Ratio (SLConsistRatio), calculated as the propor-
tion of samples for which an engine produces identical string labels
before and after obfuscation.

As shown in Table 5, we present the SLConsistRatio of these 15
engines under various obfuscation techniques. These obfuscation
techniques have varied impacts on the consistency of the string
labels output by different engines. Overall, compared to other types
of obfuscation, CSE and CID generally have a more pronounced
effect on most engines. Moreover, it can be seen that the engines
EN57 and EN37 show a notably low SLConsistRatio across all ob-
fuscation techniques. Under various obfuscation techniques, EN57
changes the string label of the sample only from the original ’Ma-
licious (score: 85)’ to ’Malicious (score: 99)’. For EN37, the string
label output by it contains a unique identifier, leading to a high
inconsistency in its output string labels. In comparison, the engines
EN50 and EN51 exhibit high robustness, particularly when facing
CSE and CID obfuscations.

Table 5: The SLConsistRatio of engines under different ob-
fuscation techniques.
Obfuscation AREF AB CID CR CSE FR MR NOP RMF REF ROR

EN50 0.94 0.944 0.822 0.685 0.773 0.814 0.938 0.937 0.924 0.94 0.936
EN49 0.79 0.787 0.773 0.583 0.547 0.734 0.744 0.836 0.78 0.826 0.835
EN51 0.91 0.91 0.901 0.788 0.628 0.888 0.888 0.928 0.885 0.889 0.895
EN11 0.596 0.816 0.314 0.737 0.336 0.813 0.707 0.815 0.814 0.623 0.418
EN37 0.001 0 0 0.001 0.002 0.002 0.001 0.002 0 0 0.001
EN57 0 0 0 0 0 0 0 0 0 0 0
EN2 0.412 0.491 0.389 0.269 0.145 0.577 0.619 0.506 0.615 0.392 0.497
EN12 0.76 0.646 0.255 0.589 0.316 0.666 0.827 0.519 0.825 0.575 0.48
EN10 0.883 0.877 0.364 0.549 0.382 0.79 0.793 0.323 0.862 0.685 0.353
EN13 0.157 0.166 0.197 0.126 0.083 0.12 0.136 0.136 0.327 0.115 0.11
EN20 0.655 0.592 0.268 0.651 0.454 0.675 0.676 0.611 0.668 0.602 0.622
EN17 0.677 0.702 0.603 0.638 0.509 0.658 0.689 0.666 0.66 0.667 0.697
EN52 0.559 0.468 0.456 0.376 0.245 0.347 0.487 0.538 0.436 0.483 0.508
EN9 0.886 0.741 0.696 0.559 0.544 0.81 0.83 0.889 0.692 0.774 0.872
EN29 0.851 0.601 0.553 0.822 0.511 0.923 0.89 0.589 0.924 0.736 0.485

The color scale is set by the value of the column. Darker red color indicates values closer to 1,
darker blue color indicates values closer to 0.

In the following, we investigate the consistency changes between
the string labels output by engines before and after obfuscation,
with a focus on family labels. Here we introduce the AVClass[36],
which can aggregate the string labels produced by various engines
and input the constant family labels. Note that if less than two
engines can generate a consistent family label within a sample’s
AV report, the sample will be marked as ’SINGLETON ’. We define
FMConsistRatio as the ratio of samples whose family labels re-
main consistent before and after obfuscation to the total number
of samples, similar to SLConsistRatio. The experimental results4
are shown in Figure 11. It can be seen that the FMConsistRatio
decreases under all types of obfuscation. In comparison to other
obfuscation techniques, CSE significantly lowers FMConsistRatio,
with a ratio of only 0.528, while the latter remains above 0.7 for
other types of obfuscation.

We further calculated the proportion of samples that are tran-
sitioned from an original family label to SINGLETON under each
obfuscation technology, which is called SingleRatio. The experi-
mental results, as shown in Figure 12, indicate that the SingleRatio
formost obfuscation categories exceeds 20%. This demonstrates that
obfuscation affects the consistency of string labels among engines.
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Figure 11: The FMConsistRa-
tio under different obfusca-
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3 0 . 2 4 %

2 2 . 2 5 % 2 1 . 1 9 %

1 3 . 9 4 %

3 9 . 7 1 %

2 3 % 2 2 . 3 6 %

3 9 . 8 %

2 1 . 2 8 % 2 1 . 1 8 %

2 6 . 9 8 %

A R E F A B C I D C R C S E F R M R N O P R M F R E F R O R0 . 0

0 . 1

0 . 2

0 . 3

0 . 4

Sin
gle

Ra
tio

Figure 12: The SingleRatio un-
der different obfuscations.

Answer to RQ5: Code obfuscation not only impacts the consis-
tency of string labels within a single engine, but also impacts the
consistency of string labels across different engines.

9 Discussion
Engine Selection. VirusTotal integrates numerous commercial

engines to provide free malware scanning services. However, it
is crucial to have a deeper understanding of each engine and not
blindly trust high-reputation engines. Therefore, we meticulously
demonstrate the usability, effectiveness, and robustness of each
engine before and after obfuscation, offering users an additional
perspective for engine selection. We find that if a sample is ob-
fuscated, only the engines in Set3 can provide relatively reliable
detection results. To verify the generalizability of this finding on
other malware datasets, we conduct experiments on a different
dataset Malradar [41]. The details can be found in supplementary
material due to the space limitations.

Engines Detection Mechanism. Since engines’ internal mecha-
nisms are kept confidential, and provided to users as a black box, it
is challenging to analyze the impact of obfuscation on them from

4Notably, we exclude samples labeled as SINGLETON in the original dataset, since
the transition from SINGLETON to SINGLETON does not indicate consistent engine
outputs. Moreover, these samples only account for 2.97% of all samples.
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the root. In theory, code obfuscation has a significant impact on
signature-based engines. For instance, it can help malware evade
detection by such engines. However, our experiments reveal that
different obfuscations have varying effects on different engines. For
example, certain code obfuscation techniques cause benign soft-
ware to be identified as malware by the engines. Therefore, we have
reason to believe that these engines are not exclusively based on
signatures to identify malware. On the other hand, signature-based
detection methods cannot identify unseen malware, but this ability
is particularly important for engines. It is crucial for each engine
to enhance its capability to detect unknown malware.

Label Noise. The findings of our work also alert us to be vigilant
about the issue of label noise caused by obfuscation in Android mal-
ware datasets. Label noise caused by obfuscation can lead detectors
to learn incorrect decision boundaries, hence degrading detection
performance. Furthermore, this uncertainty can also be exploited
by attackers to more easily generate adversarial examples. In our
work, we conduct a more refined analysis of the performance of
various engines, seeking robust engines to improve the application
of antivirus engines in dataset annotation. We hope that our work
will draw the attention of researchers and motivate them to prompt
more solutions for label noise.

10 Limitations
Here we discuss the limitations of this work. 1) Obfuscation

Tools.We employed ObfuscAPK [10] to implement transformations,
as it is open-source and can provide advanced strategies. Consid-
ering that different tools may obfuscate the programs in a slightly
different way, we use a commercial obfuscation tool, Allatori [3],
for further validation. We chose to conduct experiments on CSE
obfuscation, as it has the largest impact on VTP. Our experiments
show that there is no significant difference in the changing trend of
VTP when using either ObfuscAPK or Allatori. Specifically, there is
an increase in VTP on benign samples and a decrease in malicious
samples. Therefore, we believe our method can also work when
facing other obfuscation tools. Moreover, some new interesting
obfuscation technologies have emerged, such as VM-based obfusca-
tion. At present, we are primarily concerned with bytecode-based
obfuscation due to its prevalence. 2) Dataset. The original dataset
used in our experiments may not comprehensively represent the
data distribution in the real world. Furthermore, there may be some
errors in the labels, which are inevitable in practice even if the sam-
ples are dynamically analyzed and manually scanned. Moreover,
there may exist some obfuscated samples in our original dataset. To
further validate the dataset, we manually collect a dataset with 963
clean benign samples from F-droid [4], whose code is available to
us. We obfuscate these samples and upload them to VirusTotal for
analysis. We find that the analysis reports exhibit the same pattern
as our previous results.

11 Related Work
In this section, we review previous studies and highlight the

differences between ours and theirs.
Currently, some studies have explored the characteristics of com-

mercial engines. AV-Meter [30] employed a dataset to examine the
performance of engines in detection rates, labeling accuracy, and
consistency. Kantchelian et al. [22] focused on the issue of label

noise introduced by threshold-based sample annotation using en-
gines, and proposed an unsupervised labeling approach utilizing a
generative Bayesian model. Hurier et al. [21] conducted an exten-
sive investigation into the inconsistency among AV engines using
a large dataset, proposing a set of metrics to quantify the inconsis-
tency from different perspectives. Hammad et al. [20] evaluated top
anti-malware products on different obfuscation datasets, and found
that code obfuscation has a significant impact on most of them.
Gashi et al. [19] revealed the issue of the same engine producing
inconsistent labels for identical samples at different times. Further-
more, Zhu et al. [46] analyzed the label aggregation methods used
in prior research and examined the dynamic labeling issue of Virus-
Total. They showed that threshold-based aggregation methods offer
greater stability and recommended a feasible range of thresholds.
Moreover, they observed that obfuscated PE files are more likely to
generate false positives. To address the problem of dynamic label-
ing, Salem et al. [35] proposed a machine learning-based labeling
method, which requires training based on analysis reports from
a certain period in the past. Based on confident learning, Wang
et al. [42] developed a new labeling tool by integrating three exist-
ing malware detectors [12] [44] [8] to identify noisy labels in the
dataset. Xu et al. [45] introduced a general framework to decrease
the noise level of the existing dataset. They employed two iden-
tical deep-learning models for differential training and an outlier
detection algorithm was then utilized to identify noisy samples.

Different from these studies, our work attached more impor-
tance to how obfuscation affects engines in dataset annotation. We
identified the causes of negative impact by evaluating the engine
in availability, effectiveness, and robustness. Finally, based on our
evaluation results, we construct a robust engine set to improve
dataset annotation in the presence of code obfuscation.

12 Conclusion
In this paper, we conduct a data-driven evaluation to analyze the

impact of code obfuscation on dataset annotation with antivirus
engines. We quantify the availability, effectiveness, and robustness
of the engines in VirusTotal to assist in identifying the factors
that impact dataset annotation with antivirus engines. We further
propose an engine selection method to identify the robust engine
sets for data annotation when obfuscations exist. Finally, we explore
how different obfuscation techniques affect the string labels output
by engines as an extended study. We believe our work can assist
researchers when using antivirus engines for dataset annotation in
the presence of code obfuscation.
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